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(57) ABSTRACT

A communication method for obtaining information from a
subject includes obtaining image information of the subject
in an image information-taking mode, obtaining visible light
data of the subject in a visible light communication mode,
and setting a shutter speed and an international organization
for standardization (ISO) speed rating or a gain value for the
visible light communication mode. The visible light com-
munication mode is a different mode from the image infor-
mation-taking mode. Also, in the setting, the shutter speed
for the visible light communication mode is set to be faster
than a shutter speed for the image information-taking mode,
and the ISO speed rating or the gain value for the visible
light communication mode is set to be greater than an ISO
speed rating or a gain value for the image information-taking
mode.
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FIG. 9

<vle_id>VLC0001< /vic_id>

{type>signage{/type>

<subtypedbuilding_wal I</subtype>

<address>1-23-3 lzumi, East Ward, Nagova—city, Aichi, 460-0003</address>
{latitude>3s. 174177</ 1atitude>

<longitude>136. 90902</{ongitude>

{direction>220. 0{/direction>

FIG. 10

<vle_id>VLCO001</vic_id>




U.S. Patent Sep. 6, 2016 Sheet 10 of 79
FIG. 11
IFD tag Content Specific example
(Example of taking picture)
ImageWidth Image width 640
ImageLength | Image length 960
Orientation Image orientation L
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FocallLength Focal length 4.3 mm
FNumber F number 1/24
1SOSpesdRatings | SO speed ratings 200
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GpsLatitudeRef | North latitude or south latitude N
GPSLatitude | Latitude 35.173817
GPSLongitudeRef | East longitude or west longitude E
GPSLongitude Longitude 136.908653
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FIG. 12
IFD tag Content Specific example
(Example of taking picture)
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Ward, Nagoya—city, Aichi, 460-0003
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Subjectlocation | Subject location <{latitude>35.174177</latitude>
<longitude>136.90802</longitude>
SubjectDistance | Subject distance 6149 m
GPSImgDirectionRef| Unit of direction of captured image N2E

GPSImgDirection | Picture—taking direction 535
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angle_v : Vertical view angle
angle_h : Horizontal view angle

d : Vertical distance from mobile phone to ceiling
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FIG. 21
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FIG. 25
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FIG. 32
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FIG. 36
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FIG. 37
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FIG. 47
A1300 A1301 A1302
/ ’ /
Mobile device ID The number of | The number of
rounds of play | players
XXX XXX XKL XXX 2 1

(End of queue)

(Head of queue)
YYY.YYY.YYY.YYY 1 2

227772.272.77Z 1




U.S. Patent

US 9,438,340 B2

A1404
:1 Reload flag storage unit }

Sep. 6, 2016 Sheet 47 of 79
FIG. 48
A1101
Mobile terminal
A1407~_]

User interface unit

Mobile terminal
ID storage unit
~ T ——
A1403 —_
URL storage unit A1408
s I g
A1402\\/——-—-——-—\
Device ID
A1401 (_storage unit
Visible light ID
decoding unit
A1400—_ | _—-A1405
Visible light ID NFC module Ethernet module
reception unit unit unit
/ At406 4
/ \
Gaming device Server device
NA1100 N A1102



U.S. Patent Sep. 6, 2016

Sheet 48 of 79 US 9,438,340 B2
FIG. 49
A1500
\
A1501
/
The number of waiting /A1502
players: 3 players 200 yen
The number A1503
of game rounds /A1504

1| / 2 rounds

The number A1505
of players L~ )1506

2 | / 4 players

A1507

Reserve




U.S. Patent

US 9,438,340 B2

Sep. 6, 2016 Sheet 49 of 79
FIG. 50
A1600
Credit card number and A1601

expiration date

AAAA-BBBB-CCCC-DDDD MM/YY

Charge amount A1602
g e

2

A1603

Charge




U.S. Patent

Sep. 6, 2016

A1100

Sheet 50 of 79

FIG. 51

_A1101

Gaming device

Mobile terminal

_A1102

A

US 9,438,340 B2

Server device

A1703

\

Ethernet module
unit

Overview
control unit

Payment
system

A1701

_A1700

Payment
information
storage unit

A1702




U.S. Patent Sep. 6, 2016 Sheet 51 of 79 US 9,438,340 B2

FIG. 52
A1801 A1/802 A1803
. . . . . Balance
Mobile terminal ID | Credit card information (ven)

XXX XXX.XXX. XXX | AAAL-BBB1-CCC1-DDD1 M1-Y1 (1,000

YYY.YYY.YYY.YYY | AAA2-BBB2-CCC2-DDD2 M2-Y2| 2,000

77Z.772.722.ZZZ AAA3-BBB3-CCC3-DDD3 M3-Y3| 5,000




U.S. Patent

Sep. 6, 2016

Sheet 52 of 79

US 9,438,340 B2

FIG. 53

Mobile Server

terminal device
Accept input of credit
card information

SA1901 \\[J:]
opt: detect press of charge button ] SA1902
™_Transmit charge |
information
opt: subject for which fae is charged is present Ne|w
registration
SA1903-_

(<!

apt: subject for which fee is charged is absent ]

SA1904~__]

Update

registration

SA1906—__|

sa1905 Update
registration

Update rendering

i
I




U.S. Patent Sep. 6, 2016 Sheet 53 of 79 US 9,438,340 B2
FIG. 54
Gaming Mobile Server
device terminal device

_L SA11001
Update shutter
speed and

SA11002 exposure
Notification of ID _| | SA11003
Gaming device ID and
maximum number of
rounds of play
[ - Maximum number of players
- Per-play charge for game
- The number of players
waiting for game
L SAl 1004

Determine
necessity
of reloading

opt

. Reloading is necessary )

Extract URL

]

[

HTTP request

_~SA11005

__SA11006

'< browser

SA11007
Displayfaﬁd update

Display and
update browser




U.S. Patent Sep. 6, 2016

Sheet 54 of 79 US 9,438,340 B2
FIG. 55
. Mobile -
Gaming ~ Server
device geervngcigal device

- Il

SA11101

opt: reserve )

L Obtain the number
]_(:] of game rounds of
play and players
Payment transaction (terminal
SA11102 ~~—~—ID, gaming device ID, the
number of players, the
number of rounds)

™

.
-

opt: payment made )]

Result of
,SA11103 payment
Make reservation to play game (Terminal
SALl 104\ L ID and game progress information)
——1 Add entry to T
reservation

queue  \SA11105

-

|

Transmit terminal ID

SA11106

opt: 1D of terminal capable of playing game  }

|| Start playing game
SA11107

g




U.S. Patent Sep. 6, 2016 Sheet 55 of 79 US 9,438,340 B2

FIG. 56

[ e e e T M s S s T e T T T T T T

A2103
Map Imag

Sy PR
IREOAE,

A2102
Go for North!




U.S. Patent Sep. 6, 2016 Sheet 56 of 79 US 9,438,340 B2

FIG. 57

o ——— — e e e~ ———— ——

A2200

A2203

angle, : Camera Vertical view angle

angley, : Camera Horizontal view angle

d : Vertical distance from mobile phone to ceiling



U.S. Patent Sep. 6, 2016 Sheet 57 of 79 US 9,438,340 B2

FIG. 58

Mobile terminal

7 <

A2202

Light emitting
unit

“SA2300

Visible light ID | ~A2301
control unit

A2302

Device ID
storage unit

Lighting device

\AZZOO



U.S. Patent Sep. 6, 2016 Sheet 58 of 79 US 9,438,340 B2

FIG. 59

Watch device | —A2204

Bluetooth

A2408
User interface unit

Point-of-compass
storage unit

Target detection Location information

unit storage unit
l
Microphone Map information
| »~A2414 | storage unit
Voice Camera parameter
rec;ggnition | A2415 A2402 storage unit
uni e
Device ID storage unit
A2401
Visible light ID Location _ "|—A2406
decodinggunit estimation unit
A2400
; : Preview image
Imaging unit : .
ging storage unit Ceiling distance storage unit

A2412 \l Geomagnetic sensor and accelerometerl

A2202

Lighting device

A2200



U.S. Patent

Sep. 6, 2016

FIG. 60

( start )

\___vl__/

Sheet 59 of 79

Change shutter speed |—SA2801
Receive encoded signal | —SA2802
Decode signal |—SA2803
¢ | SA2804
Capture Image

Get center position | —SA2805
Update sensor condition | —SA2806
Calcurate my abs position ,—SA2807
Render map ,—SA2808
Recognize voice | —SA2809
Calcurate target position |—SA2810
x SA2811

Calcurate short route o
Calcurate direction for target |—SA2812
\ll L —SA2813

Send direction info to watch

End

US 9,438,340 B2



U.S. Patent Sep. 6, 2016 Sheet 60 of 79

w: Width (pixel)

OOOOO

s

AAAAA

\\\\\\\\\\‘“




U.S. Patent Sep. 6, 2016 Sheet 61 of 79 US 9,438,340 B2

FIG. 62

A2600
//

n: for_north

>
e : for_east

/A2602

a : for_gravity



U.S. Patent Sep. 6, 2016 Sheet 62 of 79 US 9,438,340 B2

FIG. 63

p: position_based_on_light_position
B = Mid’
ex e &
M=1ny ny ng
8x 9y 9z
@=L
gel
sin@
1= sinfy
_\/1.0 - (sm?—ex + sin?-ey)J

/an le )
6, = tan‘l(txtan 9h
. 2 )
angie )
0y = tan‘l(tytan(———q—\i
. 2 )
2Cy - W
ty = ’\‘N
2Cy - h
ty=




US 9,438,340 B2

Sheet 63 of 79

Sep. 6, 2016

U.S. Patent

abew| auQ abewl auQ

abew auQ

llllllllllllllllllllllllll

9 'OId

— o se— —— N aur
— — m — € aur
— m— — z ®un
_HHU, .................. —1 L H T auln
n_ooﬁm\ €001¢ aul] yoes Jo awiy ainsodxg
W -



US 9,438,340 B2

Sheet 64 of 79

Sep. 6, 2016

U.S. Patent

7

N

DN

“m .

+ s

9101¢

PTOTCZ”
QT0TZ q10T¢ BT0TC

8 aun
£ =ur]

. 98|un

g aun
¥ 2ul
€ aun
¢ =un
T =suny

abew painyden

3Ul| Yoes 4o awy sunsodxy

s

S9 '9Id

Joniwisue.] Jo awi uoissiwie yb



US 9,438,340 B2

Sheet 65 of 79

Sep. 6, 2016

U.S. Patent

iz

Wl <

[

UNOHN@@

] szotz [

[ [
42012
%.Al L
mmoﬁw

abew) painyde)

8 auln

VALY

9 aun

G aun

P aun

€ aun

¢ ?un

T auin
aul] yoes Jo awp ainsodx3
Jajjjuisuesy Jo swly Uoissiwe 3ybin

99 'Ol



US 9,438,340 B2

Sheet 66 of 79

Sep. 6, 2016

U.S. Patent

I
. 7

IIIIIIHIHIN 11944

V77777
ALY

AMlllihHiZHik
////////////////////////////////

3€01¢

3xOE 3E

awi BEOTC

A

abewi paumded

g aur
£ ®un
9 aur]
S aur
b aur
€ aur
Z aur

T aun
aulf yoes 4o swiy aunsodxy

J931WISURI] JO BWI} UoISSiWS JybI

£9 "Dl



US 9,438,340 B2

U.S. Patent

Buoj sI suwly ainsodxg

m _

lllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

Joys si awi ainsodxy

200SL

lllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

i

alnsodxs |
yoeo

1

t
L ainsodx3 m

i i
ainsodxs !
yoea

|



US 9,438,340 B2

Sheet 68 of 79

Sep. 6, 2016

U.S. Patent

llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

m swn ab.e| s swil Jun Jad sajdwes jo Jaquiny m
m aui| |
m ainsodxe |
| yoes !
m joawn
“ ainsodx3 m
] q410SZ |
w m
w awn jlews s awi Jun Jad sajdwes Jo Joquiny
1 << _
m aul
| ainsodxe !
“ yoeos |
“ joawn |
m ainsodxy |
| e105L” m
69 "DId



US 9,438,340 B2

Sheet 69 of 79

Sep. 6, 2016

U.S. Patent

awp Hoys st awi) ainsodxy
]
2dURUIWIN] 93IN0S umomm\ | aul|
b1 1eWISS 0] Asex . - ainsodxs
SRS O ] yoes
O = Jo awn
AH_ - alnsodx3y
buol s| awy atnsodxa

aun

Jed Jojod ojeIpaLLIBIU] N
Jo uopesausb 0} snp saueUILLN| auy|
a24nos 16| e1eWRSS 03 JNdIIA Qmomm\ ainsodxe
yoea
AH_ Jo swn
aJnsodx3

e RN awn
- oueUIWN
_ “ _ a2.nos
BZ0SL Wb

04 "9OId



US 9,438,340 B2

Sheet 70 of 79

Sep. 6, 2016

U.S. Patent

| — 3
| <>
| 9£0S/ Ex
m S
m as0ss 1
| —
v PEOSL
w awn
_ ) 53
" <
! eE0SL
T/ "OI4

aul
alnsodxs
yoea

40 auwn
aJnsodxy

Uy
alnsodxs
yoea

40 awi]
ainsodx3

soueUIWN
324N0S

wybn

Lt e o e o e o e e e e e = v e e Ve e e e e - =



US 9,438,340 B2

Sheet 71 of 79

Sep. 6, 2016

U.S. Patent

10]02 SjeIpaULIIUL U]
sJe sau|| ainsodxe ma- aull

]

i

;

“ 'aVab"{’<ﬁ<’i)(—‘ﬁ0(0«4(.4’1'10“-"1'(}1’-’t’-"(U(LVA'lD(h‘NM m C _ —
m i AU = . sinsodxa
" _ ! - 2%0SL 3 yoes
1

_ ey 4o swn
} °r0ss 5 aunsodxg
“

i

m 10[0D 3]eIpawlsIul Ul awpn

_ aJ4e sau|| ainsodxa Auep o

n N——— . aul|
[}

m aros/ a0 ainsodxe
i yoeo
! = Jo awn
" Al alnsodxg
3

i auwin

' <

i

! 4

“ -~ souRUILN]
" 30.4nos
1

! 6N
| ep0S,L

)

4

e o e e e e e e e e e e e e e e e e

¢l "Old



US 9,438,340 B2

Sheet 72 of 79

Sep. 6, 2016

U.S. Patent

3
awn
| O aul|
umom\.\ 1 0.9 ainsodxe
DAW_V yoes
= 40 aun
eh| ainsodxg
[lews s| asjou o
- Aouanbauy ybiy jo ssusnpul -
aso0sz 0y sull
ainsodxa
— yoes
! 4o awn
alnsodxg
auw]
SRl =THITIN]
22.1N0Ss
AW b
e5054~ o
€L 'Ol




US 9,438,340 B2

Sheet 73 of 79

Sep. 6, 2016

U.S. Patent

[spuooasodoiw] ™y

8mmomvamommvovs‘mvcvwmamqmmmomwmomvmmmomwﬁ22Nﬁoﬁ 8 9 ¢ €0

spuodssoniw gz = M usym

P4 "OId

asiou
Aduanbauy
ybiy Jo anjen
wnudxXen



US 9,438,340 B2

(1 / 51) (swny aunsodxg) / (powad soueuiwn 92.4n0s 3yb6i7)
umomm

Sheet 74 of 79

Sep. 6, 2016

U.S. Patent

¢'¢ 0°E 8¢ 9C ¥ 7T 0¢ 8T 97T ¥T 2T 0T 80 90
€ T'E 6'C LT §¢C £¢ 1'CT 61 /N.H ST €T T'T 60 £L0S§0
- 8 % 0
K 8. 2 N s
o NEAEET . : % 0T
\ e i ; e,
kNN T ._ % 02
[ 1o H .. '
o —h ." % O€
g . % OF
A AR . a1ed
Komn\\n. o r Yo 03 $5800NS
\\w. \\... 9% 0o Uoniuboday
pPLOSL QL0841 b
M % 0L
,. % 08
% % 06
ek % 00T
mmomm\.
S/ 'Ol



US 9,438,340 B2

Sheet 75 of 79

Sep. 6, 2016

U.S. Patent

295 000E/T 295 0000T/T 285 ooH\Ha
SpOW UOIIEDIUNWILLIOD paads Jannys jo 3jdwex3

spow a3elpaullaju] uBi| SIqISIA apow Buibew |BWION

O

———————

O )

9/ 'OId



US 9,438,340 B2

Sheet 76 of 79

Sep. 6, 2016

U.S. Patent

abewl auQ

i)

abew auQ

o$017
bupjuejg

T4

awp

— \\\nnnnnu N auri
avro1e
—— € aur
=  — ¢ sul
LHHU T aur
€001¢ aul] yoea jo awiy ainsodxy
LL "DId



U.S. Patent Sep. 6, 2016 Sheet 77 of 79 US 9,438,340 B2

FIG. 78
Request for
information
ex8000 distribution ﬁxSOOl
CompanyA < . |Company B
Charging
ex8002

Information

ID information distribution

transmission

————>
mformatlon @
ox8004 reception ex8003

FIG. 79

/Step ex8000

Company A managing server receives request for information
distribution from another company B

v _— Step ex8001

Information requested to be distributed is managed in
association with specific ID information in server

A L~ Step ex8002

Distribute information corresponding to specific ID
information to mobile terminal in the case where
specific ID information is sent from mobile terminal

/Step ex8003

Count number of times
information is distributed

\ /Step ex8004

Charge company B according to count




U.S. Patent Sep. 6, 2016 Sheet 78 of 79 US 9,438,340 B2

FIG. 80

L Step ex8005

Company A managing server receives request for information
distribution from another company B

\ //Step ex8006

Information requested to be distributed is managed
in association with specific ID information in server

\ P Step ex8007

Distribute information corresponding to specific ID information
to mobile terminal in the case where specific ID information is
sent from mobile terminal

Step ex8008

Predetermined
time elapsed from start of
information distribution?

NO

YES __Step ex8009 Y
Not charge

\

Count number of times information
is distributed

v
Step ex8011

/Step ex8010

Charge company B according
to count




U.S. Patent Sep. 6, 2016 Sheet 79 of 79 US 9,438,340 B2

FIG. 81

L~ Step ex8012

Company A managing server receives request for information
distribution from another company B

v Step ex8013

Information requested to be distributed is managed
in association with specific ID information in server

\/ S~ Step ex8014

Distribute information corresponding to specific ID
information to mobile terminal in the case where
specific ID information is sent from mobile terminal

— Step ex8014

\
> Count number of times information is distributed

Step ex8015

Predetermined time
elapsed from start of information
distribution? _ "

NO

Step ex8017 Y
Not charge

Count greater
than or equal to predetermined_
number? "

/YES —Step ex8018

-
Step ex8016

Reset count, and start counting again

v /Step ex8019

Charge company B according to count




US 9,438,340 B2

1
COMMUNICATION METHOD

CROSS REFERENCE TO RELATED
APPLICATION

The present application is a continuation of U.S. appli-
cation Ser. No. 14/296,814 filed on Jun. 5, 2014, which
claims the benefit of U.S. Provisional Patent Application No.
61/907,497 filed on Nov. 22, 2013. The entire disclosures of
the above-identified applications, including the specifica-
tion, drawings and claims are incorporated herein by refer-
ence in their entireties.

FIELD

The present disclosure relates to methods of communica-
tion between mobile terminals, such as smartphones, tablets,
and mobile phones, and devices, such as air conditioners,
lighting devices, and rice cookers.

BACKGROUND

To home networks of recent years, a home-electric-
appliance cooperation function has been introduced with
which various home electric appliances are connected to a
network by a home energy management system (HEMS)
having a function of managing power usage for addressing
an environmental issue, turning power ON and OFF from
outside a house, and the like, in addition to cooperation of
AV home electric appliances by internet protocol (IP) con-
nection using an Ethernet (registered trademark) or a wire-
less local area network (LAN). However, computational
performance of some home electric appliances is not suffi-
cient to provide a communication function, and it is hard to
provide some home electric appliances with a communica-
tion function in terms of cost.

In order to solve such a problem, Patent Literature 1
discloses a technique of efficiently establishing inter-device
communication between limited transmission devices by
performing communication using plural monochromatic
light sources of illumination light among optical spatial
transmission devices which transmit information to free
space.

CITATION LIST
Patent Literature

Japanese Unexamined Patent Application Publication No.
2002-290335

SUMMARY
Technical Problem

However, the above existing scheme is limited to cases
where the device to which the scheme is applied has three
monochromatic light sources such as lighting. The present
disclosure provides a communication method that solves
such a problem and enables communication between various
devices including a low computational performance device.

Solution to Problem

A communication method according to an aspect of the
present disclosure is a communication method for obtaining
information from a subject, including: taking a picture of the
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2

subject in a picture-taking mode, thereby obtaining image
data; performing, after the taking, visible light communica-
tion in a visible light communication mode, thereby obtain-
ing visible light data of the subject, the visible light com-
munication mode being a different mode from the picture-
taking mode; and embedding the visible light data obtained,
into the image data, and thus saving the visible light data
obtained.

General and specific aspect(s) disclosed above may be
implemented using a system, a method, an integrated circuit,
a computer program, or a computer-readable recording
medium such as a CD-ROM, or any combination of systems,
methods, integrated circuits, computer programs, or com-
puter-readable recording media.

Additional benefits and advantages of the disclosed
embodiments will be apparent from the Specification and
Drawings. The benefits and/or advantages may be individu-
ally obtained by the various embodiments and features of the
Specification and Drawings, which need not all be provided
in order to obtain one or more of such benefits and/or
advantages.

Advantageous Effects

According to the present disclosure, a communication
method can be provided which enables communication
between various devices including a low computational
performance device.

BRIEF DESCRIPTION OF DRAWINGS

These and other objects, advantages and features of the
disclosure will become apparent from the following descrip-
tion thereof taken in conjunction with the accompanying
drawings that illustrate a specific embodiment of the present
disclosure.

FIG. 1 is a structural view of software related to a
picture-taking process in a mobile terminal in Embodiment
1.

FIG. 2 illustrates an example of a sequence of the picture-
taking process in the mobile terminal in Embodiment 1.

FIG. 3 illustrates an example of external appearance of the
mobile terminal on which a preview image is displayed in
Embodiment 1.

FIG. 4 is a sequence chart related to a detailed operation
in a preview display process in Embodiment 1.

FIG. 5 is a sequence chart related to a detailed operation
in a normal picture-taking process in Embodiment 1.

FIG. 6 illustrates an example of set parameters in a
camera control processing unit in a visible light reception
process in Embodiment 1.

FIG. 7 illustrates an example of coordinates of visible
light data obtained from the preview image in Embodiment
1.

FIG. 8 is a sequence chart related to a detailed operation
in a saving process in Embodiment 1.

FIG. 9 illustrates an example of the visible light data
received in the visible light reception process in Embodi-
ment 1.

FIG. 10 illustrates an example of the visible light data
received in the visible light reception process in Embodi-
ment 1.

FIG. 11 illustrates an example of picture-taking param-
eters stored by a picture-taking processing unit in Embodi-
ment 1.

FIG. 12 illustrates an example of metadata added by a
whole control unit in Embodiment 1.
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FIG. 13 illustrates an example of a case where the present
location obtained through visible light reception is stored
into EXIF in Embodiment 1.

FIG. 14 is a view related to parameters indicating a
posture of the mobile terminal in Embodiment 1.

FIG. 15 is a view related to coordinates of a subject in the
preview image of the mobile terminal in Embodiment 1.

FIG. 16 illustrates an example of a computational expres-
sion for determining a relative location of the mobile ter-
minal to the subject in Embodiment 1.

FIG. 17 illustrates an example of a sequence of a picture-
taking process in a mobile terminal in Variation of Embodi-
ment 1.

FIG. 18 illustrates an example of external appearance of
the mobile terminal on which a preview image is displayed
in Variation of Embodiment 1.

FIG. 19 illustrates a structure of a karaoke system having
a login function that uses visible light communication in
Embodiment 2.

FIG. 20 illustrates an example of an internal structure of
a karaoke device in Embodiment 2.

FIG. 21 illustrates an example of an internal structure of
a mobile terminal in Embodiment 2.

FIG. 22 illustrates an example of an overview of a login
screen on a user interface unit in Embodiment 2.

FIG. 23 illustrates an example of an overview of a
new-registration screen on the user interface unit in Embodi-
ment 2.

FIG. 24 illustrates an example of an internal structure of
a server device in Embodiment 2.

FIG. 25 illustrates an example of information managed by
a user information management unit in Embodiment 2.

FIG. 26 illustrates an example of a flow for new user
registration in Embodiment 2.

FIG. 27 illustrates an example of a flow for login in
Embodiment 2.

FIG. 28 illustrates a structure of a karaoke system having
a login function that uses visible light communication in
Embodiment 3.

FIG. 29 illustrates an example of an internal structure of
a karaoke device in Embodiment 3.

FIG. 30 illustrates an example of an internal structure of
a mobile terminal in Embodiment 3.

FIG. 31 illustrates an example of an overview of a login
screen on a user interface unit in Embodiment 3.

FIG. 32 illustrates an example of an internal structure of
a server device in Embodiment 3.

FIG. 33 illustrates an example of a flow for new user
registration in Embodiment 3.

FIG. 34 illustrates an example of a flow for karaoke
device registration in Embodiment 3.

FIG. 35 illustrates an example of a flow for login in
Embodiment 3.

FIG. 36 illustrates a structure of a video conference
system having a login function that uses visible light com-
munication in Embodiment 4.

FIG. 37 illustrates an example of an internal structure of
a video conference system in Embodiment 4.

FIG. 38 illustrates an example of an internal structure of
a mobile terminal in Embodiment 4.

FIG. 39 illustrates an example of an overview of a login
screen on a user interface unit in Embodiment 4.

FIG. 40 illustrates an example of an overview of a
new-registration screen on the user interface unit in Embodi-
ment 4.
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FIG. 41 illustrates an example of an overview of a video
conference destination selection screen on the user interface
unit in Embodiment 4.

FIG. 42 illustrates an example of a flow for new user
registration in Embodiment 4.

FIG. 43 illustrates an example of a flow for login in
Embodiment 4.

FIG. 44 illustrates an example of a flow for login in
Embodiment 4.

FIG. 45 illustrates an overall structure of a billing system
having a billing function that uses visible light communi-
cation in Embodiment 5.

FIG. 46 illustrates an example of an internal structure of
a gaming device in Embodiment 5.

FIG. 47 illustrates an example of information stored in a
request information storage unit in Embodiment 5.

FIG. 48 illustrates an example of an internal structure of
a mobile terminal in Embodiment 5.

FIG. 49 illustrates an example of an overview of a game
registration screen on a user interface unit in Embodiment 5.

FIG. 50 illustrates an example of an overview of a
charging screen on the user interface unit in Embodiment 5.

FIG. 51 illustrates an example of an internal structure of
a server device in Embodiment 5.

FIG. 52 illustrates an example of information stored in a
payment information storage unit in Embodiment 5.

FIG. 53 illustrates an example of a flow for charging a fee
in the billing system in Embodiment 5.

FIG. 54 illustrates an example of a flow for updating Ul
in the billing system in Embodiment 5.

FIG. 55 illustrates an example of a flow for making a
reservation to play a game in the billing system in Embodi-
ment 5.

FIG. 56 conceptually illustrates detection of map loca-
tions in Embodiment 6.

FIG. 57 illustrates an overall structure of a communica-
tion system in Embodiment 6.

FIG. 58 illustrates an example of an internal structure of
a lighting device in Embodiment 6.

FIG. 59 illustrates an example of an internal structure of
a mobile terminal in Embodiment 6.

FIG. 60 is a flowchart illustrating an operation of a
communication system in Embodiment 6.

FIG. 61 illustrates an example of a preview image in
Embodiment 6.

FIG. 62 illustrates geomagnetic and gravitational direc-
tions of a mobile terminal including a communication device
in Embodiment 6.

FIG. 63 illustrates an example of a computational expres-
sion for determining a relative location of the mobile ter-
minal to a subject in Embodiment 6.

FIG. 64 illustrates an example of a situation where
imaging elements arranged in a line are exposed simultane-
ously with an exposure start time being shifted in order of
lines according to Embodiment 7.

FIG. 65 illustrates a situation where, after exposure of one
exposure line ends, exposure of a next exposure line starts
according to Embodiment 7.

FIG. 66 illustrates a situation where, after exposure of one
exposure line ends, exposure of a next exposure line starts
according to Embodiment 7.

FIG. 67 illustrates a situation where, before exposure of
one exposure line ends, exposure of a next exposure line
starts according to Embodiment 7.

FIG. 68 illustrates the influence of a difference in expo-
sure time in the case where an exposure start time of each
exposure line is the same, according to Embodiment 7.
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FIG. 69 illustrates the influence of a difference in expo-
sure start time of each exposure line in the case where each
exposure time is the same, according to Embodiment 7.

FIG. 70 illustrates the advantage of using a short exposure
time in the case where each exposure line does not overlap
in an exposure time, according to Embodiment 7.

FIG. 71 illustrates the relation between a minimum
change time of light source luminance, an exposure time, a
time difference between exposure start times of the exposure
lines, and a captured image, according to Embodiment 7.

FIG. 72 illustrates the relation between a transition time
of light source luminance and a time difference between
exposure start times of the exposure lines, according to
Embodiment 7.

FIG. 73 illustrates the relation between a high frequency
noise of light source luminance and an exposure time,
according to Embodiment 7.

FIG. 74 is a graph representing the relation between an
exposure time and a magnitude of high frequency noise
when the high frequency noise of the light source luminance
is 20 microseconds, according to Embodiment 7.

FIG. 75 illustrates a relation between an exposure time t,
and a recognition success rate according to Embodiment 7.

FIG. 76 illustrates an example of each mode of a receiving
device according to Embodiment 7.

FIG. 77 illustrates an example of a method for observing
luminance by a light emitting unit according to Embodiment
7.

FIG. 78 illustrates a service provision system according to
Embodiment 8.

FIG. 79 is a flowchart of service provision according to
Embodiment 8.

FIG. 80 is a flowchart of service provision according to a
variation of Embodiment 8.

FIG. 81 is a flowchart of service provision according to
another variation of Embodiment 8.

DESCRIPTION OF EMBODIMENTS

(Underlying Knowledge Forming Basis of the Present Dis-
closure)

In recent years, digital cameras and mobile phone termi-
nals with built-in camera devices have been widespread.
Accordingly, taking pictures on a trip, etc., and recalling the
trip later by viewing the picture images are common actions
in daily life.

For example, upon saving a picture in a digital camera,
metadata is included in an image file of the picture. When
viewing the picture, a user can know a picture-taking
condition, a picture-taking point in time, etc., from the
metadata included in the image file. In the case where a
digital camera includes a global positioning system (GPS)
function, location information (latitude and longitude) at the
time of taking a picture is also saved in the metadata so that
when viewing the picture, the user can distinguish the
location where the picture was taken. However, the user can
neither distinguish in which direction the picture was taken
nor distinguish what the building captured in the picture
was.

In particular, more and more pictures tend to be taken
nowadays because of the prevalence of digital cameras and
other reasons. In the case of attempting to select a picture
that is to be attached to an e-mail or used to create a New
Year’s card, etc., from among the pictures taken on this
year’s trips, the user needs to search a large number of
images for a target image. In this case, the user ends up
searching for an image, relying on a vague memory such as
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“I half remember taking a picture of the Panasonic Building
when [ went to Nagoya,” in which case it requires the user
to make considerable effort.

A communication method according to an aspect of the
present disclosure is a communication method for obtaining
information from a subject, including: taking a picture of the
subject in a picture-taking mode, thereby obtaining image
data; performing, after the taking, visible light communica-
tion in a visible light communication mode, thereby obtain-
ing visible light data of the subject, the visible light com-
munication mode being a different mode from the picture-
taking mode; and embedding the visible light data obtained,
into the image data, and thus saving the visible light data
obtained.

By doing so, it is possible to provide a communication
method which enables communication between various
devices including a low computational performance device.

For example, it may be that in the taking, the image data
is obtained in a joint photographic expert group (JPEG) file
format, and in the embedding, the visible light data is
embedded into the image data as an image file directory
(IFD) in an exchangeable image file format (EXIF) and is
saved.

For example, it may be that the visible light data includes
information on the subject together with a visible light
identifier uniquely given to the subject, the subject emitting
visible light, and in the embedding, (i) the visible light
identifier included in the visible light data and (ii) the
information included in the visible light data are saved in a
“UserComment” tag which is one tag in the IFD, the
information indicating at least one of an address or a name
of the subject, the information included in the visible light
data is saved in a “SubjectArea” tag which is one tag in the
IFD, the information indicating an area of the subject, and
the information included in the visible light data is saved in
a “SubjectLocation” tag which is one tag in the IFD, the
information indicating a location of the subject.

For example, it may be that in the embedding, location
information of a mobile terminal including an imaging unit
used to take the picture for the image data is saved in one tag
in the IFD when global positioning system (GPS) informa-
tion of the mobile terminal is not saved in the one tag in the
IFD, the location information being obtained by calculation
based on the visible light data.

For example, it may be that in the performing, it is
determined whether the visible light data obtained includes
information indicating at least one of an address or a name
of the subject or includes a visible light identifier uniquely
given to the subject, the subject emitting visible light, and
when it is determined that the visible light data obtained
includes the visible light identifier, information on the
subject that corresponds to the visible light identifier is
obtained as the visible light data through communication
with a server via the visible light identifier.

For example, it may be that in the embedding, the visible
light data of the subject is determined to be absent, and the
image data is saved without the visible light data embedded,
when the visible light data fails to be obtained in a prede-
termined length of time in the performing.

For example, it may be that the communication method
further includes manually setting a shutter speed and an
international organization for standardization (ISO) speed
rating or a gain value that are to be used in the visible light
communication mode, wherein in the manually setting, the
shutter speed in the visible light communication mode is set
to be faster than a shutter speed in the picture-taking mode,
and the ISO speed rating or the gain value in the visible light
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communication mode is set to be greater than an ISO speed
rating or a gain value in the picture-taking mode.

For example, it may be that the communication method
further includes setting exposure compensation and an inter-
national organization for standardization (ISO) speed rating
or a gain value that are to be used in the visible light
communication mode, wherein in the setting, the exposure
compensation in the visible light communication mode is set
to be less than exposure compensation in the picture-taking
mode, and the ISO speed rating or the gain value in the
visible light communication mode is set to be greater than an
ISO speed rating or a gain value in the picture-taking mode,
thereby causing a shutter speed in the visible light commu-
nication mode to be automatically set to be faster than a
shutter speed in the picture-taking mode.

For example, it may be that the communication method
further includes: performing processing of receiving a
request to distribute information from a requester; distrib-
uting, as information corresponding to the visible light data,
the information subject to the request from the requester;
and performing information processing for charging the
requester according to the distribution of the information.

For example, a communication device according to an
aspect of the present disclosure is a communication device
for obtaining information from a subject, including: a pic-
ture-taking processing unit configured to take a picture of
the subject in a picture-taking mode, thereby obtaining
image data; a visible light reception processing unit config-
ured to perform, after the taking, visible light communica-
tion in a visible light communication mode, thereby obtain-
ing visible light data of the subject, the visible light
communication mode being a different mode from the
picture-taking mode; and a saving processing unit config-
ured to embed the visible light data obtained, into the image
data, and thus save the visible light data obtained.

Furthermore, a communication method according to an
aspect of the present disclosure is a communication method
used by a system including a mobile terminal and a device,
which includes: performing, by the mobile terminal, visible
light communication with the device, thereby obtaining a
KEY held by the device and an identifier uniquely identi-
fying the device; issuing, by the mobile terminal, a connec-
tion request via wireless communication to the device iden-
tified by the obtained identifier, using the KEY obtained in
the performing; and establishing connection between the
mobile terminal and the device when the KEY generated by
the device matches the KEY transmitted in the issuing by the
mobile terminal to the device.

Here, the communication method may further include:
issuing, by the device, a KEY issuance request together with
the identifier to a server device; and issuing, by the server
device, the KEY associated with the identifier, and trans-
mitting the KEY from the server device to the device.

Furthermore, a communication method according to an
aspect of the present disclosure is a communication method
used by a billing system including a mobile terminal and a
device, which includes: performing, by the mobile terminal,
visible light communication with the device, thereby obtain-
ing a device identifier uniquely identifying the device and an
URL of a server for performing a billing process for a use of
the device; establishing, by the mobile terminal, connection
with the server at the obtained URL, using the device
identifier obtained in the performing and a terminal identifier
uniquely identifying the mobile terminal; and performing a
billing process with the server at the URL with which the
mobile terminal established the connection.
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Furthermore, the establishing may further include: input-
ting an ID uniquely identifying a user of the mobile terminal;
generating a password related to the ID; and transmitting the
generated password.

Furthermore, the establishing may further include input-
ting an ID uniquely identifying a user of the mobile terminal
and a password for establishing the connection using the ID.

It is to be noted that these general and specific aspects
may be implemented using a system, a method, an integrated
circuit, a computer program, and a computer-readable
recording medium such as a CD-ROM, or any combination
of systems, methods, integrated circuits, computer pro-
grams, or computer-readable recoding media.

The following describes embodiments in detail with ref-
erence to the drawings where appropriate. However, more
detailed explanations than necessary may be omitted. For
example, detailed explanation on already well-known matter
and overlapping explanation on the substantially same struc-
ture may be omitted. This is to avoid the following expla-
nation from becoming unnecessarily redundant, thereby
facilitating understanding for those skilled in the art.

Furthermore, each of the embodiments described below
shows a specific example. The numerical values, shapes,
materials, structural elements, the arrangement and connec-
tion of the structural elements, steps, the processing order of
the steps etc. shown in the following embodiments are mere
examples, and therefore do not limit the scope of the present
inventive concept. Therefore, among the structural elements
in the following embodiments, structural elements not
recited in any one of the independent claims indicating the
broadest concept are described as arbitrary structural ele-
ments.

Embodiment 1

FIG. 1 is a structural view of software related to a
picture-taking process in a mobile terminal in this embodi-
ment. The mobile terminal is an example of a communica-
tion device.

FIG. 1 illustrates, in a mobile terminal D0010, an overall
structure of software related to a picture-taking process in
the mobile terminal in this embodiment which includes a
whole control unit D0011, a screen display control unit
D0012, a communication control unit D0013, a picture-
taking processing unit D0014, a visible light reception
processing unit D0015, and a camera control processing unit
D0016.

The whole control unit D0011 performs processing of:
sensing user input; issuing instructions to sub-systems in
order to perform various processes in sequence; and further
saving, as a file, captured-image data, visible light data, etc.,
obtained through processing of the sub-systems.

The screen display control unit D0012 performs a process
related to a screen view according to the instruction of the
whole control unit D0011.

The communication control unit D0013 accesses a server
D0017 via a wide area network according to the instruction
of the whole control unit D0011. In this embodiment, the
communication control unit D0013 performs processing of:
transmitting, to the server D0017, the visible light data
obtained by the visible light reception processing unit
D0015; and receiving, via the server D0017, specific infor-
mation on a subject indicated by the visible light data, that
is, subject data.

The server D0017 is present on the wide area network and
holds sets of the visible light data and the subject data in a
database therein. The server D0017 performs a process of
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extracting the subject data using the visible light data as a
key according to access from the wide area network. As
illustrated in FIG. 1, this server D0017 is not a structural
element of the mobile terminal D0010 in this embodiment.

The picture-taking processing unit D0014 performs a
process of instructing the camera control processing unit
D0016 to capture a normal camera image.

The visible light reception processing unit D0015 per-
forms a process of instructing the camera control processing
unit D0016 to receive the visible light data.

The camera control processing unit D0016 performs a
process of controlling camera hardware and obtains, as a
result of this process, a preview image, a still image, a
moving image, etc., from the camera hardware. In this
embodiment, the camera hardware mounted in the mobile
terminal D0010 is, for example, a built-in Y3-inch CMOS
image sensor which has an imaging area of 4.9 mmx3.9 mm
in size using a fixed focus lens with a focal length of 4.3 mm
and includes an auto focus function.

With the mobile terminal D0010 including the commu-
nication terminal according to this embodiment configured
as follows, it is possible to provide a communication method
or the like which enables visible light communication using
a short visible light ID and by which information suited to
a user can be provided.

In other words, the mobile terminal D0010 including the
communication terminal according to this embodiment is
capable of taking a picture using the camera device, subse-
quently receiving, using visible light communication, data
transmitted by way of fast blinking of visible light emitted
from a landmark, signage, lighting, etc., near a subject, and
recording, together with a picture file, the received data
(visible light data) or information obtained from the received
data (subject data).

Thus, using the visible light data and the subject data
recorded in the image file, a user who is viewing an image
is able to distinguish what is included with the subject and,
furthermore, is able to effectively search a large number of
pictures for a target image by mechanically processing the
visible light data and the subject data.

The following describes, with reference to the drawings,
an operation in the picture-taking process that is performed
when a user operates the mobile terminal D0010 including
the communication terminal according to this embodiment
to take a picture.

FIG. 2 illustrates an example of a sequence of the picture-
taking process in the mobile terminal in Embodiment 1. In
FIG. 2, the whole process sequence that is performed by the
whole control unit D0011 is illustrated as an example.

In FIG. 2, first, a user instructs the mobile terminal D0010
to start a picture-taking process, and the picture-taking
process is then started (Step SD0021).

The whole control unit D0011 performs a preview display
process immediately after the start of the picture-taking
process (Step SD0022), and then waits for the user to press
down a picture-taking button.

When the user presses down the picture-taking button, for
example, to issue an instruction to take a picture, the whole
control unit D0011 performs the same or like process as in
taking a normal still image (Step SD0023). In this embodi-
ment, when the instruction to take a picture is issued, the
whole control unit D0011 takes a picture of the subject in
picture-taking mode, thereby obtaining image data. Here,
the picture-taking processing unit D0014 obtains the image
data in a joint photographic expert group (JPEG) file format,
for example.
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Next, the whole control unit D0011 performs a visible
light reception process (Step SD0024).

In this embodiment, after the picture-taking process per-
formed by the picture-taking processing unit D0014, the
whole control unit D0011 performs visible light communi-
cation in visible light communication mode which is differ-
ent from the picture-taking mode, thereby obtaining the
visible light data of the subject.

At the end, the whole control unit D0011 stores the data
obtained in Step SD0024 into a metadata region in the image
obtained in Step SD0023, and performs a process of saving
resultant data into the mobile terminal D0010 (Step
SD0025). In this embodiment, the whole control unit D0011
embeds the obtained visible light data into the image data
and thus saves the obtained visible light data. More specifi-
cally, the whole control unit D0011 embeds the visible light
data into the image data as an image file directory (IFD) in
exchangeable image file format (EXIF) and thus saves the
visible light data.

It is to be noted that after the saving process ends, the
preview display process in Step SD0022 is repeated. Thus,
the user can take a next picture.

Furthermore, during the processing in any steps in FIG. 2
(Step SD0022 to Step SD0025), the user can perform a
cancellation operation, thereby suspending this picture-tak-
ing process and returning the mobile terminal D0010 to a
normal use state.

It is to be noted that when no visible light data is obtained
even after a predetermined length of time in the visible light
reception process in Step SD0024, then in the saving process
in Step SD0025, it is determined that the visible light data
of the subject is absent, and only the image data is saved
without visible light data embedded in the image data.

FIG. 3 illustrates an example of external appearance of the
mobile terminal on which a preview image is displayed in
Step SD0022. In FIG. 3, a casing of the mobile terminal
D0010 and a display unit D0032 embedded in the mobile
terminal D0010 are illustrated.

The display unit D0032 includes a touch panel capable of
being operated by touch gestures, on which a software
button D0033 which a user touches to effect transition to a
picture-taking operation is displayed together with the pre-
view image obtained from the camera hardware. In this
embodiment, a preview image which includes a car and a
building is displayed on the display unit D0032 as illustrated
in FIG. 3, for example. An area D0034 in front of the
building is advertising signage illuminated by lighting; this
is assumed to repeat fast blinking for transmitting predeter-
mined visible light data.

Next, a detailed operation in the preview display process
in Step D0022 is described with reference to FIG. 4. FIG. 4
is a sequence chart related to the detailed operation in the
preview display process in Embodiment 1.

First, a user starts a camera in picture-taking mode,
causing the preview display in Step SD0022 to be started
(Step SD00401).

The whole control unit D0011 then instructs the camera
control processing unit D0016 to start a camera preview
(Step SD00402). The camera control processing unit D0016
sets, in the camera hardware, a parameter suited to the
preview according to the picture-taking mode (Step
SD00403).

Furthermore, the whole control unit D0011 instructs the
screen display control unit D0012 to display a preview
screen. According to the instruction, the screen display
control unit D0012 provides the setting to cause a preview
frame to be displayed on the screen and data obtained from
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the camera control processing unit D0016 to be continuously
displayed thereon (Step SD00404).

After this, the camera control processing unit D0016
periodically obtains a preview image from the camera
hardware and transmits the preview image to the screen
display control unit D0012 (Step SD00405). As a result, the
preview image illustrated in FIG. 3 is displayed on the
screen of the mobile terminal D0010.

Next, the user touches the preview region or holds down
the software button D0033 while the preview is displayed
(Step SD00406). Then, auto focus processing is performed
as follows

First, the whole control unit D0011 senses the touch and
then instructs the camera control processing unit D0016 to
start an auto focus process (hereinafter referred to as an AF
process) (Step SD00407).

Next, the camera control processing unit D0016 starts a
contrast AF process using the neighborhood of the touch
point in coordinates as a focus region and determines a
focus, exposure, and a shutter speed (Step SD00408).

On completion of the AF process, then the camera control
processing unit D0016 notifies the whole control unit D0011
of AF completion (Step SD00409).

Next, the whole control unit D0011 receives this notifi-
cation and instructs the screen display control unit D0012 to
display a message indicating that the AF has now been
completed (Step SD00410).

The following describes details of a normal picture-taking
process SD0023 with reference to FIG. 5. FIG. 5 is a
sequence chart related to a detailed operation in the normal
picture-taking process in Embodiment 1.

First, at the time when the user takes the finger touching
on the software button D0033 off the screen, the whole
control unit D0011 effects a transition to the normal picture-
taking process (picture-taking mode) (Step SD0501).

Next, the whole control unit D0011 instructs the picture-
taking processing unit D0014 to take a picture (Step
SD00502). The picture-taking processing unit D0014
receives this instruction and then instructs the camera con-
trol processing unit D0016 to take a picture (Step SD00503).

Next, the camera control processing unit D0016 takes a
picture with the focus, exposure, and shutter speed deter-
mined in the above AF process (Step SD00408) (Step
SD00504). In this embodiment, the camera control process-
ing unit D0016 takes a picture of a subject, thereby obtaining
image data.

Next, the camera control processing unit D0016 returns
resultant image data and parameters thereof to the picture-
taking processing unit D0014 (Step SD00505).

The picture-taking processing unit D0014 converts, into
JPEG, the image data obtained from the camera control
processing unit D0016, and performs a process of embed-
ding, into EXIF IFD, the present time point and the param-
eters used when taking the picture (Step SD00506).

Furthermore, the mobile terminal D0010 includes GPS or
the like and when it is possible to obtain information on the
present location, stores also data of the location information
indicating the present location into EXIF IFD (Step
SD00507). Here, FIG. 11 illustrates an example of data
embedded in IFD. Here, FIG. 11 illustrates an example of
picture-taking parameters stored by a picture-taking pro-
cessing unit in Embodiment 1. In the example of FIG. 11,
this indicates that the image captured this time has a size of
640 pixels in width and 960 pixels in length and this picture
is taken at the location of latitude 35.173817 north and
longitude 136.908653 east on Nov. 18, 2013, at 12:33:30
Japanese standard time.
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Next, the picture-taking processing unit D0014 returns
data of these taken pictures (JPEG data) to the whole control
unit D011 (Step SD00508).

At the end, the whole control unit D011 transmits the
obtained data (JPEG data) to the screen display control unit
D0012 so that the obtained data (JPEG data) is displayed as
a post view (Step SD00509). The screen display control unit
D0012 displays a post view image, visualizing, for the user,
what picture-taking was performed (Step SD00510).

On completion of the normal picture-taking process indi-
cated in SD0023 as above, the whole control unit D0011
performs the visible light reception process indicated in Step
SD0024. A sequence of this visible light reception process is
as follows.

First, the whole control unit D0011 issues an instruction
for the visible light reception to start reception of visible
light.

Next, the visible light reception processing unit D0015
specifies (sets), in the camera control processing unit D0016,
parameters suited to visible light reception.

Here, for example, in the case of a camera having a
manually settable shutter speed, the parameters are set which
include a shutter speed faster than a speed at which visible
light blinks, and a high ISO/gain value. On the other hand,
in the case of a camera the shutter speed of which can only
be set automatically, the parameters are set which include
exposure compensation having a small value and a very high
ISO speed rating. This results in the shutter speed being
automatically set to be fast under control. In other words, in
the case where the shutter speed and the ISO/gain value in
the visible light communication mode can be manually set,
the shutter speed in the visible light communication mode is
set to be faster than the shutter speed in the picture-taking
mode, and the ISO/gain value in the visible light commu-
nication mode is set to be greater than the ISO/gain value in
the picture-taking mode. On the other hand, in the case
where the shutter speed is automatically set while the
exposure compensation and the ISO/gain value in the visible
light communication mode can be set, the exposure com-
pensation in the visible light communication mode is set to
be less than the exposure compensation in the picture-taking
mode, and the ISO/gain value in the visible light commu-
nication mode is set to be greater than the ISO/gain value in
the picture-taking mode, with the result that the shutter
speed in the visible light communication mode is automati-
cally set to be faster than the shutter speed in the picture-
taking mode. It is sufficient that the exposure compensation
is set so that an exposure value usually denoted by EV is less
than a value calculated at the time of typical auto picture
taking (in picture-taking mode) by two or more. Further-
more, it is sufficient that ISO sensitivity is set to four or more
times the typical sensitivity set in the case of taking a picture
outdoors in auto mode (picture-taking mode) when the
weather is fine. For example, with the camera control
processing unit the ISO of which is typically 200 at the time
of taking a picture when the weather is fine, the ISO speed
rating is set to be greater than or equal to 800 (specifically,
ISO 1600) at the time of visible light reception.

FIG. 6 illustrates an example of set parameters in the
camera control processing unit in the visible light reception
process in Embodiment 1. In FIG. 6, a list of parameters to
be set in the camera control processing unit D0016 is defined
for each camera model, and the visible light reception
processing unit D0015 performs the parameter setting selec-
tively using this list.
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In FIG. 6, a model A is a mobile terminal having a
manually settable shutter speed, and a model B is a mobile
terminal having camera hardware the shutter speed of which
is not manually settable.

The defined setting in the model A is that “shutter-speed”
parameter is one fifteen thousandth of a second, a value of
“iso-gain” indicating to what multiple of the standard the
obtained image is amplified in brightness is eight times, and
an exposure compensation parameter indicating a degree of
the final brightness of the image that is to be output is 2.0,
which is the minimum. The defined setting in the model B
is that the exposure compensation is —2.0, which is the same
as in the model A, and the ISO is as large a value as 1600.
In the model B, the parameters are defined so that a high
shutter speed is set in automatic shutter speed adjustment.
Moreover, the defined setting in the model B further includes
sports as a scene mode and daylight as a white balance
mode. This means that the parameters are set with which the
shutter speed is more likely to be fast under control.

Next, the visible light reception processing unit D0015
instructs the camera control processing unit D0016 to start
preview, obtaining preview images regularly. The visible
light reception processing unit D0015 regularly detects
signals from the preview images to form visible light data.

In the case of successfully detecting the signals that are
the visible light data, the visible light reception processing
unit D0015 returns to the whole control unit D0011 the
coordinate position within camera at which that visible light
data is successfully detected and the received visible light
data.

It is to be noted that the whole control unit D0011 waits
for the visible light data that is obtained from the visible
light reception processing unit D0015, for a certain length of
time from a point in time when the instruction to start the
reception was issued; in the case where the detection
remains unsuccessful until the lapse of the certain length of
time, the subsequent process proceeds on the assumption
that the visible light data is absent.

An example of the coordinate position within camera at
which the visible light data is successfully detected is
described below with reference to FIG. 7. FIG. 7 illustrates
an example of coordinates of visible light data obtained from
the preview image in Embodiment 1.

FIG. 7 illustrates, in (a), a case where the visible light data
is obtained from a preview image D0071.

In (a) of FIG. 7, the preview image D0071 is a scenic
image which includes a region D0072 where the visible light
data is included.

The visible light reception processing unit D0015 has a
function of automatically distinguishing which part of this
preview image D0071 includes the visible light data and
reading such part. In short, the visible light reception pro-
cessing unit D0015 automatically distinguishes the inclusion
of the visible light data in the region D0072 within a scenic
image. In the example illustrated in (a) of FIG. 7, the
coordinate position within camera (the region D0072) at
which the visible light data is successfully detected will be
(220, 516)-(309, 705) as illustrated in (b) of FIG. 7 since the
entire size of the captured image (the preview image D0071)
is 640 pixels in width and 960 pixels in length.

On completion of the visible light reception process
indicated in Step SD0024 as above, the whole control unit
performs the saving process indicated in Step SD0025.

Details of the saving process indicated in Step SD0025
are described below with reference to FIG. 8. FIG. 8 is a
sequence chart related to a detailed operation in the saving
process in Embodiment 1.
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First, the whole control unit D0011 is notified of the
visible light data and the coordinate position within camera
obtained by the visible light reception processing unit
D0015 (Step SD00801). This notification triggers the whole
control unit D0011 to start the saving process.

Here, FIG. 9 and FIG. 10 each illustrate an example of the
visible light data received in the visible light reception
process in Embodiment 1. In FIG. 9 and FIG. 10, examples
of the visible light data represented using an extensible
markup language (XML).

FIG. 9 illustrates an example of the visible light data
including subject data. The following describes what data is
represented by each tag in the XML.

For example, a “vlc_id” tag is an identifier uniquely given
to a visible light transmitter. It is desirable that this should
be unique in the world, but there is no practical problem with
a condition in which this is unique in each region or
application. In this embodiment, this corresponds to a visible
light identifier uniquely given to the subject that emits
visible light. The “type” tag indicates what the above visible
light transmitter is like in the real world. FIG. 9 represents
that “type” is signage, indicating that the above visible light
transmitter is a sign or an advertising medium.

A “subtype” tag represents more detailed information on
what the above visible light transmitter is like in the real
world than the “type” tag. In FIG. 9, “subtype” is “build-
ing_wall;” it is represented in combination with information
in the “type” tag that the above visible light transmitter is a
signboard on a wall of a building.

An “address” tag represents an address where the above
visible light transmitter is installed. A “latitude” tag indi-
cates the latitude of a location where the above visible light
transmitter is installed. A “longitude” tag indicates the
longitude of the location where the above visible light
transmitter is installed. A “direction” tag indicates a direc-
tion in which the above visible light transmitter is installed
to face. In the example of FIG. 9, the direction is represented
using real numbers 0 to 360 where the direction due north is
0, the direction east is 90, the direction south is 180, and the
direction west is 270; a value 220 of the direction indicates
that the signboard faces the south west.

On the other hand, FIG. 10 illustrates an example of the
visible light data including no subject data. Specifically, the
visible light data illustrated in FIG. 10 includes only a
“vlc_id” tag without information on a subject.

The saving process in the case where the visible light data
illustrated in FIG. 10 is received is described below.

In the saving process, first, the whole control unit D0011
distinguishes whether or not the received visible light data
includes subject data (Step SD00802). In this embodiment,
the visible light data illustrated in FIG. 10 is received, and
it is determined that the visible light data includes no subject
data.

Next, the whole control unit D0011 determines whether or
not the mobile terminal D0010 is capable of communication
(Step SD00803).

When the mobile terminal D0010 is capable of commu-
nication, the whole control unit D0011 sends the received
visible light data to the communication control unit D0013
and instructs it to obtain subject data from the server D0017
(Step SD00804).

Next, the communication control unit D0013 receives the
instruction, transmits the visible light data (the visible light
data illustrated in FIG. 10) to the server D0017, and receives
(obtains) subject data (Step SD0085). More specifically, the
server D0017 returns to the communication control unit
D0013 the subject data that corresponds to the visible light
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data received from the communication control unit D0013,
based on a table in which an identifier included in the visible
light data and subject data corresponding thereto are asso-
ciated with each other. Here, the table present in the server
D0017 includes three pieces of subject data D0101, D0102,
and D0103, and when the server D0017 receives the visible
light data illustrated in FIG. 10, the identifier indicated by
the “vlc_id” tag is VL.C0001, with the result that the subject
data D0101 is determined to be appropriate and thus is
returned to the communication control unit D0013.

Next, the communication control unit D0013 receives the
subject data D0101 and then returns the received subject
data to the whole control unit D0011 (Step SD00806). Thus,
the whole control unit D0011 is capable of obtaining infor-
mation on the subject (the subject data D0101) in addition to
the received visible light data. In other words, it is thus
determined whether the obtained visible light data includes
information indicating at least one of an address and a name
of the subject or includes the visible light identifier uniquely
given to the subject that emits visible light, and when it is
determined that the obtained visible light data includes the
visible light identifier, information on the subject that cor-
responds to the visible light identifier can be obtained as the
visible light data through communication with the server
D0017 via the visible light identifier.

It is to be noted that, at this point in time, the whole
control unit D0011 holds, as the information on the subject,
the JPEG data obtained from the picture-taking processing
unit D0014, the visible light data obtained by the visible
light reception processing unit D0015, and the subject data
obtained by the communication processing unit. This means
that specific values, such as the picture-taking parameters as
illustrated in FIG. 11, for example, and the present date and
time, are stored in the EXIF IFD part of the JPEG data by
the picture-taking processing unit D0014.

Next, the whole control unit D0011 adds, to the EXIF IFD
part, vlc_id obtained by the visible light reception process-
ing unit D0015 and the information on the subject. Specifi-
cally, the whole control unit D0011 saves the tag and the
information in association with each other as illustrated in
FIG. 12. More specifically, a “UserComments” tag holds, in
association, the visible light identifier out of the visible light
data and a type of the visible light data, an address and a
name of the subject, and the like out of the subject data. A
“SubjectArea” tag holds, as coordinates in the image in
association, an area in which the visible light is received. A
“SubjectLocation” tag holds location information (longitude
and latitude) of the subject obtained from the subject data.
In other words, the visible light identifier included in the
visible light data and the information included in the visible
light data and indicating at least one of the address and the
name of the subject are saved in the “UserComment” tag
which is one tag in the EXIF IFD, and the information
included in the visible light data and indicating the area of
the subject is saved in the “SubjectArea” tag which is one
tag in the IFD, and the information included in the visible
light data and indicating the location of the subject is saved
in the “SubjectLocation” tag which is one tag in the IFD.

Next, the whole control unit D0011 compares the location
information on the subject in the subject data and the
location information obtained from the mobile terminal
D0010 at the time of taking the picture, thereby calculating
a distance to the subject and a direction of the subject (Step
SD00808). In this embodiment, the picture-taking location is
at 136.9086 degrees east longitude as illustrated in FIG. 11,
and the location of the subject is 136.90902 degrees east
longitude as illustrated in FIG. 12. Since a distance for one

10

15

20

25

30

35

40

45

50

55

60

65

16

second of longitude is 30.864 m, this shows that the location
of the subject is about 46.7 m away in the east from the
picture-taking location. Likewise, the latitude of the picture-
taking location which is 35.173817 degrees and the latitude
of the subject which is 35.174177 degrees show that the
subject is about 40 m away in the north from the picture-
taking location, with the result that the distance to the
subject turns out to be 61.49 m. Furthermore, the direction
of the subject is determined to be a direction that is 49.3
degrees east of north.

Next, the whole control unit D0011 calculates a direction
of the center of the captured image using a focal length
parameter, the direction of the subject, and the coordinates
of visible light reception used when the picture was taken
(Step SD00809). In this embodiment, the focal length
parameter is a value stored in a “Focall.ength” tag in FIG.
11 which is 4.3 mm. From this focal length and the size of
the imaging element embedded in the mobile terminal
D0010, an approximate angle of view on each of the long
side and the short side of the captured image obtained by
taking the picture can be calculated using a computational
expression a=2 arctan (d/2f). Here, d is a size of the imaging
element, fis an effective focal length, and o is a view angle.
Since a camera module with which the focal length is 4.3
mm and the short side is 3.9 mm is used here, the angle of
view on the short side can be determined to be about 48.79
degrees. Therefore, the center of gravity of coordinates
within the screen illustrated in (a) of FIG. 7 from which the
visible light data is obtained is 56 pixels away from the
center of the screen, that is, shifted leftward by 8.7% of the
whole as illustrated in (b) of FIG. 7; this shift corresponds
to 4.2 degrees in view angle, which means that the center of
the image is calculated as a direction shifted eastward by 4.2
degrees from the subject, that is, a direction that is 53.5
degrees east of north.

Next, the whole control unit D0011 stores (adds) the
calculated subject distance and direction of the center of the
captured image into the EXIF IFD (Step SD00810). In this
embodiment, the subject distance is saved into “SubjectDis-
tance” tag, and the direction of the center of the captured
image is saved into a “GPSImgDirectionRef” tag and a
“GPSImgDirection” tag. Here, an example of the informa-
tion added to each IFD tag through the above processing is
illustrated in FIG. 12. FIG. 12 illustrates an example of
metadata added by the whole control unit in Embodiment 1.

At the end, the whole control unit D0011 saves the image
data with the EXIF IFD written, as a final file (a final image
file), into a nonvolatile memory (not shown) within the
mobile terminal D0010 (Step SD00811) after which the
saving process in Step D0025 is completed.

Thus, a still picture is taken in Step SD0023, subsequently
the process of receiving the visible light data is performed in
Step SD0024, and the data on the subject is saved as
metadata into the picture image in Step SD0025. As a result,
when viewing the picture later, for example, the user can
view the picture while checking the information on the
subject. Furthermore, the user can easily take out a desired
picture image by checking the information on the subject.

It is to be noted that although the sequence in which the
captured image is saved as a file after all the subject data is
obtained at the time of taking the picture has been described
in this embodiment, this is not the only example. It is also
possible that only the minimum visible light data is saved at
the time of taking the picture.
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In this case, the subject data can be obtained by accessing
the server D0017 at the time of data organization in the
mobile terminal D0010 or when a user views the picture
image later.

More specifically, the minimum visible light data is only
the visible light identifier indicated by the “vlc_id” tag in
FIG. 10, for example, and it is assumed that the server
D0017 stores, as a database, this visible light identifier, the
subject information, and a range of a time point at which
these subject information and identifier are associated with
each other. In this case, the mobile terminal D0010 transmits
the date and time at which the picture that will be the
captured image was taken and the visible light identifier to
the server D0017, and the server D0017 returns the subject
data associated at that date and time with that identifier. By
doing so, even when the speed of visible light communica-
tion is not high enough to transmit all the subject data
through the visible light communication, for example, the
user can use data on the subject the picture of which was
taken.

Furthermore, although the case where the visible light
reception processing unit D0015 receives only one piece of
the visible light data has been described in this embodiment,
this is not the only example. It may be that the visible light
data is received from a plurality of objects. Also in this case,
the subject data on the plurality of objects can be saved into
the “UserComment” tag through the same or like processing
as above. With the use of visible light data and subject data
received from a plurality of objects, the use of a means such
as triangulation makes it possible to increase accuracy in the
calculation of distance and direction indicated in Step
SD00808 and Step SD00809, for example.

Furthermore, although the case where the picture-taking
processing unit D0014 saves (stores) the location informa-
tion on the mobile terminal D0010 into EXIF IFD has been
described in this embodiment, this is not the only example.
In the case where a mobile terminal has no positioning
system or in a situation where the positioning function of a
mobile terminal has difficulty operating, such as taking a
picture indoors, it may be that the whole control unit D0011
distinguishes an approximate present location based on the
subject data obtained from the visible light data and saves
(adds) it to the EXIF IFD tag. Specifically, a “GPSLatitude”
tag and a “GPSLongitude” tag are tags into which data
obtained from GPS is supposed to be saved (stored), but in
the case where no data is saved (stored) in these tags, it is
sufficient that data obtained through back calculation of the
subject data is saved (stored).

An example in this case is specifically described below
with reference to FIG. 13. FIG. 13 illustrates an example of
a case where the present location obtained through visible
light reception is stored into EXIF in Embodiment 1.

In (a) of FIG. 13, an example in the case where a user
D01302 takes a picture while holding a camera D01303 in
a normal posture is illustrated. The example in (a) of FIG. 13
assumes that it is known in advance based on the height of
the user that the user holds the camera D1303 at a height of
1500 mm above the ground, and a lighting fixture D01301
which emits light of the visible light data is installed at a
position that is 3200 mm above the ground. Suppose then
that the user takes a picture such that the lighting fixture
D01301 is present at the center of the screen.

In this case, content of the location information on a
subject stored in the subject data may be directly written
(stored) into the “GPSLatitude” tag and the “GPSLongi-
tude” tag as illustrated in (b) of FIG. 13. By doing so, in the
case where the subject and a picture-taking location are
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close, approximate picture-taking location can be saved into
a picture file (EXIF) as location information on the picture-
taking location.

Furthermore, as illustrated in (c¢) of FIG. 13, the present
location calculated based on the visible light data and the
subject data may be written (stored) into the “GPSLatitude”
tag and the “GPSLongitude” tag. More specifically, in the
case where the subject data is ceiling lighting, the distance
from the picture-taking location to the lighting can be
estimated to some degree, and the posture of the mobile
terminal at the time of taking the picture can be distin-
guished by the accelerometer, the geomagnetic sensor, or the
like, the whole control unit D0011 back-calculates the
present location of the mobile terminal from these pieces of
data. It may then be that the whole control unit D0011 writes
(stores) this present location obtained through the back
calculation into the EXIF IFD tag related to the location
information on the picture-taking location. In the example
illustrated in (c) of FIG. 13, based on the fact that the height
of the lighting fixture D01301 is stored as a <height>
element in the subject data and that data on the posture of the
mobile terminal including the camera D01303 indicates that
an elevation angle is 45 degrees, it is possible to calculate a
horizontal distance to the subject which is 1700 mm, with
the result that its compensated value is written into the EXIF
IFD tag (the “GPS Latitude” tag and the “GPSLongitude”
tag).

Thus, in the case where no GPS information of the mobile
terminal including the imaging unit used to take a picture for
image data is saved in one tag in the EXIF IFD, the location
information of the mobile terminal calculated based on the
visible light data is stored into the tag in the EXIF IFD.

It is to be noted that a method of calculating the present
location using a posture of the mobile terminal is not limited
to the above example. The following describes a more
versatile method of calculating the present location using a
posture of the mobile terminal including a camera.

FIG. 14 is an illustration related to parameters indicating
a posture of the mobile terminal in Embodiment 1, and FIG.
15 is an illustration related to coordinates of a subject in the
preview image of the mobile terminal in Embodiment 1.
FIG. 16 illustrates an example of a computational expression
for determining a relative location of the mobile terminal to
the subject in Embodiment 1.

Using three parameters (three vectors) indicated in FIG.
14, a posture of the mobile terminal is represented. Here,
vectors n, e, and g respectively indicate the northerly direc-
tion, the easterly direction, and the center-of-gravity direc-
tion obtained using the accelerometer and the geomagnetic
sensor embedded in the mobile terminal. It is to be noted that
all the vectors n, e, and g are vectors in a basis where y, X,
and z represent upward and rightward from the screen of the
mobile terminal and frontward that is perpendicular to the
screen, respectively, as illustrated in FIG. 14.

Furthermore, using parameters indicated in FIG. 15, an
image captured with a camera included the mobile terminal
is represented. Here, w and h represent respective sizes
(pixels) of a width and a height of an image captured with
the camera included in the mobile terminal (the captured
image), and coordinates of the subject within the captured
image are represented by c_x and c_y.

In this case, a difference in location between the subject
which emits visible light and the mobile terminal which
receives the visible light can be calculated (determined)
using the computational expression indicated in FIG. 16
where a vector p represents real-space coordinates.
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In FIG. 16, M represents a transformation matrix, a vector
I represents an orientation of the subject which emits visible
light as viewed from the mobile terminal, and d' represents
a distance between the screen of the mobile terminal and the
subject in the case of using the screen of the mobile terminal
as a reference (in the case of taking the slope of the screen
of the mobile terminal into account). Furthermore, d repre-
sents a distance that is a difference in location between the
subject and the mobile terminal in terms of height, that is, a
distance from the mobile terminal to the subject in the
vertical direction.

Furthermore, angle_v and angle_h represent respective
view angles in the vertical and horizontal directions of the
captured image, and tx and ty represent values obtained by
normalizing the coordinates of the subject within the cap-
tured image of the mobile terminal. Therefore, 6x and Oy are
parameters that represent in which direction the light (the
visible light) from the subject is traveling relative to the
mobile terminal.

Thus, using the parameters and the computational expres-
sion indicated in FIG. 16, the location information which is
real-space coordinates of the mobile terminal as viewed
from the subject can be determined based on the location
information on where the subject is present as viewed from
the mobile terminal.

Here, suppose that the mobile terminal includes an imag-
ing element the size of which is 3.9 mmx6.9 mm with a focal
length of 4.3 mm, an angle of view of 77.48 degrees on the
long side, and an angle of view 0f 48.79 degrees on the short
side. Furthermore, suppose that the coordinates within the
captured image from which the visible light data is obtained
in the situation illustrated in (a) of FIG. 13 are (b) of FIG.
7. In this case, the above parameters are set as follows:
w=640, h=960, c_x=264, c_y=610, d=1.7 (m), ang-
le_v=77.48 degrees, and angle_h=48.79 degrees.

Using these parameters, the vector p which represents
easterly or westerly, southerly or northerly, and vertical
directions from the subject can be determined, with the
result that in combination with the location information in
the subject data, the present location of the terminal can be
calculated.

Thus, the present location can be calculated using a
posture of the mobile terminal, making it possible to store
picture-taking location information into a picture image
even in a circumstance where GPS does not operate, such as
indoor or immediately after power-on. This facilitates a later
image search, which is an advantageous effect.

Here, the case of a failure to obtain location measurement
information (GPS information) on the mobile terminal
includes the following:

(1) a case, for example, where no location measurement
function is included in the mobile terminal such as a
non-GPS enabled camera; and

(2) a case of a failure to measure a location despite the
location measurement function being included, such as
being indoors where GPS does not operate, and a failure
in WiFi location measurement.

Furthermore, if it is not the case of a failure to obtain the
location measurement information (GPS information) on the
mobile terminal, that is, even if the location measurement
information is successfully obtained, it may also be possible
to replace the location measurement information with the
location information calculated based on the visible light
data. Specifically, GPS-related location information in the
EXIF may be replaced with the location information origi-
nated from the visible light, assuming that the present
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location information obtained from the visible light data is

more reliable if any of the following conditions (1) to (3) is

met:

(1) a case where a source of the received visible light (e.g.,
lighting, signage) is assumed to face directly downward,
such as a case where the subject that emits the visible light
is neither signage nor a spotlight, but is a lighting fixture
such as a downlight or a ceiling light;

(2) a case, for example, where the accuracy of location
measurement using the visible light is determined to be
high since signage or a spotlight that emits the visible
light is of as small a size as is less than 2 m in both length
and width so that the visible light is not receivable from
a far distance; and

(3) a case where, even though there is location measurement
information of the mobile terminal, the accuracy of the
location measurement information is expected to be low.
Here, in (3), the determination can be made based on a

return value on API for checking the accuracy of obtained

location information in the location measurement function
provided in the platform of the mobile terminal. For
example, in the case of Android, the estimated accuracy can
be obtained in unit of meters in Location#getAccuracy( ) on

API, with the result that the accuracy can be determined to

be low when the return value on the API is greater than or

equal to a certain value, for example, 5 m.

(Variation)

It is to be noted that although the whole control unit
D0011 automatically performs the visible light reception
process immediately after the normal picture-taking process
in the above descriptions on this embodiment, this is not the
only example. For example, the visible light reception
process at the time of taking a picture may be performed
explicitly by a user’s operation. This case is described below
with reference to the drawings. FIG. 17 illustrates an
example of a sequence of a picture-taking process in a
mobile terminal in Variation of Embodiment 1. FIG. 18
illustrates an example of external appearance of the mobile
terminal on which a preview image is displayed in Variation
of Embodiment 1.

In FIG. 17, first, a user instructs the mobile terminal
D0010 to start a picture-taking process, and the picture-
taking process is then started (Step SD0171).

The whole control unit D0011 performs a preview display
process immediately after the start of the picture-taking
process (Step SD0172), and then waits for the user to press
down a picture-taking button. An example of a display
screen of the terminal which appears during this preview
display process is as illustrated in FIG. 18, for example. As
with FIG. 3, FIG. 18 illustrates a casing D0031 of the mobile
terminal D0010, and a display unit D0032 embedded in the
mobile terminal D0010. Furthermore, on the display unit
D0032, a software button D0033 for transition to picture-
taking is displayed as a shutter button. In this variation, in
addition to (at the same time as the presentation of) this
software button D0033, a software button D0145 for issuing
an instruction to receive the visible light data is displayed on
the display unit D0032.

When the user touches the software button D0175 in Step
D0172, the whole control unit D0011 performs the visible
light reception process (Step SD0173). Here, the process
performed in Step SD0173 is the same as the already-
described visible light reception process in Step SD0024;
therefore, a description thereof is omitted.

Next, in the case where the subject data is obtained as a
result of completion of the visible light reception process in
Step SD0172, the whole control unit D0011 sets a picture-
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taking mode according to that subject data when necessary
(Step SD0174). Here, in the case, for example, where the
subject is an indoor lighting fixture, processing such as
changing a scene mode to an indoor setting is performed.
Furthermore, in the case, for example, where the subject is
an object the picture of which is assumed to be taken from
a distance, such as a tall building, processing such as
changing the scene mode to a landscape mode is performed.
Furthermore, in a particular mode, it may, for example, be
that processing such as setting coordinates of the subject
obtained in the visible light reception process in Step
SD0172 to be an auto focus region is performed, and the
preview display process (Step D0172) is performed again.

On the other hand, when the user touches the software
button D0033 in Step SD0172, the normal picture-taking
process (Step SD0175) is performed, and the saving process
is subsequently performed (Step SD0176). Here, since these
processes are the same processes as in Step SD0024 and
Step SD0025, descriptions thereof are omitted.

Thus, in this variation, the parameters at the time of taking
a picture can be determined using the visible light data
received from the subject, with the result that the picture can
be taken with the setting appropriate for the subject, which
is an advantageous effect.

It is to be noted that although the user operation for
receiving the visible light data is performed using the
software button in the above description on this variation,
this is not the only example. It may also be, of course, that
the user instructs the mobile terminal to receive the visible
light data. For example, an operation of jiggling the mobile
terminal, preparing a physical switch, and automatic execu-
tion of the visible light reception according to an operation
performed immediately before the start of the camera are
applicable.

Embodiment 2

In this embodiment, a system or the like having a login
function that uses visible light communication is described.

FIG. 19 illustrates a structure of a karaoke system having
a login function that uses visible light communication in
Embodiment 2.

The karaoke system illustrated in FIG. 19 has a login
function that uses visible light communication, and includes
a karaoke device A0100, a mobile terminal A0101, and a
server device A0102.

The following describes operations of the structural ele-
ments.

The karaoke device A0100 has a function of emitting
visible light. The karaoke device A0100 transmits a MAC
address and a KEY held by the karaoke device A0100 to the
mobile terminal A0101 through the visible light communi-
cation.

Furthermore, the karaoke device A0100 receives a con-
nection request from the mobile terminal A0101 via Blu-
etooth (registered trademark), establishes connection, and
receives a user 1D, a pass, and a KEY from the mobile
terminal A0101.

The karaoke device A0100 compares the KEY received
from the mobile terminal A101 and the KEY held by the
karaoke device A0100, and when the both are equal, the
karaoke device A0100 determines that the mobile terminal
A0101 is a mobile terminal that is present in the space where
the karaoke device A0100 is viewable, that is, the received
request is a login request from a user within the same
karaoke room as the karaoke device A0100. The karaoke
device A0100 then sends out, to the server device A0102, the
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user ID and pass received from the mobile terminal A0101,
to proceed with a login process.
[Structural Elements of Karaoke Device A0100]

Subsequently, structural elements of the karaoke device
A0100 are described with reference to FIG. 20.

FIG. 20 illustrates an example of an internal structure of
the karaoke device in Embodiment 2.

The karaoke device A0100 illustrated in FIG. 20 includes
a display unit A0200, a visible light ID control unit A0201,
a KEY storage unit A0202, a KEY generation unit A0203, a
Bluetooth communication module unit A0204, a MAC
address storage unit A0205, a user ID storage unit A0206, a
pass storage unit A0207, and an Ethernet module unit
A0208.

The following describes operations of the structural ele-
ments.

After the karaoke device A0100 is started, the KEY
generation unit A0203 generates a KEY and stores the KEY
into the KEY storage unit A0202.

Subsequently, the visible light ID control unit A0201
reads a MAC address from the MAC address storage unit
A0205, further reads the KEY from the KEY storage unit
A0202, and multiplexes these, thereby generating a visible
light ID. The visible light ID control unit A0201 sends out,
to the display unit A0200, an encoded signal resulting from
encoding the visible light ID.

The display unit A0200 controls light emission based on
the received encoded signal.

When receiving the Bluetooth connection request from
the mobile terminal A0101, then the Bluetooth communi-
cation module unit A0204 performs processing to establish
connection.

The Bluetooth communication module unit A0204
receives the KEY, the user ID, and the pass from the mobile
terminal A0101. Only when the received KEY is equal to the
KEY stored in the KEY storage unit A0202, does the
Bluetooth communication module unit A0204 store the user
ID into the user ID storage unit A0206 and the pass into the
pass storage unit A0207. The Bluetooth communication
module unit A0204 sends out the user ID and the pass to the
server device A0102 via the Ethernet module unit A0208.
[Structural Elements of Mobile Terminal A0101]

Subsequently, structural elements of the mobile terminal
A0101 are described with reference to the drawings.

FIG. 21 illustrates an example of an internal structure of
the mobile terminal in Embodiment 2. FIG. 22 illustrates an
example of an overview of a login screen on a user interface
unit in Embodiment 2. FIG. 23 illustrates an example of an
overview of a new-registration screen on the user interface
unit in Embodiment 2.

The mobile terminal A0101 illustrated in FIG. 21 includes
a visible light ID reception unit A0300, a visible light ID
decoding unit A0301, a destination MAC address storage
unit A0302, a KEY storage unit A0303, a user ID storage
unit A0304, a pass storage unit A0305, a Bluetooth com-
munication module unit A0306, a user interface unit A0307,
and an Ethernet module unit A0308.

The user interface unit A0307 displays, at the time of a
login operation, at least a connection start button A0400, a
user ID entry field A0401, a PASS entry field A0402, and a
login button A0403 as illustrated in FIG. 22, for example.
Here, the connection start button A0400 is a button that
serves as a trigger for starting a connection start request. The
user ID entry field A0401 is an entry field in which a user ID
is entered, and the PASS entry field A0402 is an entry field
in which a PASS is entered. The login button A0403 is a
button that serves as a trigger for performing a login process.



US 9,438,340 B2

23

The user interface unit A0307 may further display, at the
time of a login operation, a simple login button A0404
serving as a trigger for performing a login process using a
user ID and a pass stored in advance. It is to be noted that
at the point in time when the mobile terminal A0101 is
started, the user interface unit A0307 maintains all of the
connection start button A0400, the login button A0403, and
the simple login button A0404 in the state of being unable
to be pressed.

The user interface unit A0307 further displays, at the time
of new user registration, at least a user ID entry field A0700,
a PASS entry field A0701, and a new-registration button
A0702 as illustrated in FIG. 23, for example. Here, the user
1D entry field A0700 is an entry field in which a user 1D is
entered, and the PASS entry field A0701 is an entry field in
which a PASS is entered. The new-registration button A0702
is a button that serves as a trigger for performing a new user
registration process.

The following describes operations of the structural ele-
ments.

First, the operations seen in the case of using the mobile
terminal A0101 in advance preparation are described.

Suppose that a user presses the new-registration button
A0702, that is, a login request is issued by the user interface
unit A0307, with the user ID entry field A0700 filled in with
a user ID and the PASS entry field A0701 filled in with a
PASS by the user. In this case, the user interface unit A0307
stores the user ID into the user ID storage unit A0304 and the
PASS into the pass storage unit A0305. The Ethernet module
unit A0308 sends out, to the server device A0102, the user
1D stored in the user ID storage unit A0304 and the pass
stored in the pass storage unit A0305.

Next, the operations seen in the case of using the mobile
terminal A0101 in a karaoke room are described.

The visible light ID reception unit A0300 has a function
equivalent to that of an imaging unit, and is rendered capable
of receiving visible light by setting its shutter speed to be
fast after start up. When receiving an encoded signal from
the karaoke device A0100, then the visible light ID reception
unit A0300 sends out the received encoded signal to the
visible light ID decoding unit A0301.

The visible light ID decoding unit A0301 decodes the
encoded signal, extracts the MAC address and the KEY, and
stores the MAC address into the destination MAC address
storage unit A0302 and the KEY into the KEY storage unit
A0303.

The user interface unit A0307 then updates and places the
connection start button A0400 in the state of being able to be
pressed.

Here, suppose that the connection start button A0400 on
the user interface unit A0307 is pressed by a user, that is, a
connection request is received from the user interface unit
A0307. In this case, the Bluetooth communication module
unit A0306 issues a connection request to a device that has
the MAC address indicated by the destination MAC address
storage unit A0302, that is, the karaoke device A0100, to
establish connection. After the connection is established, the
user interface unit A0307 updates and places the login
button A0403 and the simple login button A0404 in the state
of being able to be pressed.

On the other hand, suppose that a user presses the login
button A0403, that is, a login request is issued by the user
interface unit A0307, with the user ID entry field A0401
filled in with a user ID and the PASS entry field A0402 filled
in with a PASS by the user. In this case, the user interface
unit A0307 stores the user ID into the user ID storage unit
A0304 and the PASS into the pass storage unit A0305. The
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Bluetooth communication module unit A0306 sends out, to
the karaoke device A0100, the KEY stored in the KEY
storage unit A0303, the user ID stored in the user ID storage
unit A0304, and the pass stored in the pass storage unit
A0305.

[Structural Elements of the Server Device A0102]

Subsequently, structural elements of the server device
A0102 are described with reference to the drawings.

FIG. 24 illustrates an example of an internal structure of
the server device in Embodiment 2. FIG. 25 illustrates an
example of information managed by a user information
management unit in Embodiment 2.

The server device A0102 illustrated in FIG. 24 includes at
least an Ethernet module unit A0500, a login control unit
A0501, and a user information management unit A0502.

The user information management unit A0502 has a
structure as illustrated in FIG. 25, thereby managing infor-
mation. The user information management unit A0502 man-
ages at least user IDs indicated in a column A0600 and
passes indicated in a column A0601 and corresponding to
the user IDs.

When the Ethernet module unit A0500 receives a user ID
and a pass from the mobile terminal A0101, then the login
control unit A0501 adds a set of the received user ID and the
received pass to the user information management unit
A0502. On completion of the addition process by the login
control unit A0501, the Ethernet module unit A0500 returns
a notification of completion of registration to the mobile
terminal A0101.

When the Ethernet module unit A0500 receives a user ID
and a pass from the karaoke device A0100, the login control
unit A0501 refers to the columns of user IDs and passes
stored in the user information management unit A0502.
When a set of the received user ID and the received pass is
present in the user information management unit A0502, the
login control unit A0501 deems login for the user ID
completed.

[Operations of Server Device A0102]

Subsequently, an operation procedure of the structural
elements is described.

[Flow for New User Registration]

The following describes, first, a flow for new user regis-
tration with reference to FIG. 26. Here, FIG. 26 illustrates an
example of a flow for new user registration in Embodiment
2.

First, after a user starts an app on the mobile terminal
A0101, a user interface unit new-registration screen illus-
trated in FIG. 25 appears (AS0800).

Next, suppose that the user presses the new-registration
button A0702, that is, a login request is issued by the user
interface unit A0307, with the user ID entry field A0700
filled in with a user ID and the PASS entry field A0701 filled
in with a PASS by the user.

The user interface unit A0307 then stores the user ID into
the user ID storage unit A0304 and the PASS into the pass
storage unit A0305 (AS0801).

Next, the Ethernet module unit A0308 sends out, to the
server device A0102, the user ID stored in the user ID
storage unit A0304 and the pass stored in the pass storage
unit A0305, that is, attempting a user registration process
(AS0802).

Next, when the Ethernet module unit A0500 receives a
user ID and a pass from the mobile terminal A0101, then the
login control unit A0501 adds a set of the received user ID
and the received pass to the user information management
unit A0502. On completion of the addition process by the
login control unit A0501, the Ethernet module unit A0500
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returns a notification of completion of registration to the
mobile terminal A0101 (AS0803).
[Flow for Login]

Subsequently, a flow for login is described with reference
to FIG. 27. Here, FIG. 27 illustrates an example of a flow for
login in Embodiment 2.

First, the karaoke device A0100 is powered on in advance
and performs a startup process.

Next, after the karaoke device A0100 is started, the KEY
generation unit A0203 generates a KEY using random
numbers and stores the KEY into the KEY storage unit
A0202 (AS0900).

Furthermore, the user starts an app on the mobile terminal
A0101 to enable reception of visible light (AS0901).

The visible light ID control unit A0201 then reads a MAC
address from the MAC address storage unit A0205, further
reads the KEY from the KEY storage unit A0202, multi-
plexes these to generate a visible light ID, and sends out, to
the display unit A0200, an encoded signal resulting from
encoding the visible light ID. The display unit A0200
controls light emission based on the received encoded signal
(AS0902).

Next, the visible light ID reception unit A0300 has a
function equivalent to that of an imaging unit, and is
rendered capable of signal reception by setting its shutter
speed to be fast after start up, and when receiving the
encoded signal from the karaoke device A0100, then sends
out the received encoded signal to the visible light ID
decoding unit A0301. The visible light ID decoding unit
A0301 decodes the encoded signal, extracts the MAC
address and the KEY, and stores the MAC address into the
destination MAC address storage unit A0302 and the KEY
into the KEY storage unit A0303. The user interface unit
A0307 then updates and places the connection start button
A0400 in the state of being able to be pressed. Subsequently,
when the connection start button A0400 on the user interface
unit A0307 is pressed by the user, that is, when a connection
request is received from the user interface unit A0307, the
Bluetooth communication module unit A0306 issues a con-
nection request to a device that has the MAC address
indicated by the destination MAC address storage unit
A0302, that is, the karaoke device A0100, to establish
connection (AS0903).

Next, after the connection is established, the user interface
unit A0307 updates and places the login button A0403 and
the simple login button A0404 in the state of being able to
be pressed.

Here, further suppose that a user presses the login button
A0403, that is, a login request is issued by the user interface
unit A0307, with the user ID entry field A0401 filled in with
a user ID and the PASS entry field A0402 filled in with a
PASS by the user. In this case, the user interface unit A0307
stores the user ID into the user ID storage unit A0304 and the
PASS into the pass storage unit A0305, and the Bluetooth
communication module unit A0306 reads the KEY stored in
the KEY storage unit A0303, the user ID stored in the user
ID storage unit A0304, and the pass stored in the pass
storage unit A0305 (AS0904) and sends these out to the
karaoke device A0100 (AS0905).

On the other hand, suppose that a user presses the simple
login button A0404, that is, a simple login request is issued
by the user interface unit A0307. In this case, the Bluetooth
communication module unit A0306 reads the KEY stored in
the KEY storage unit A0303, the user ID stored in the user
ID storage unit A0304, and the pass stored in the pass
storage unit A0305 (SA0904) and sends these out to the
karaoke device A0100 (SA0905).
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Next, when receiving the user ID and the pass from the
mobile terminal A0101, then the Bluetooth communication
module unit A0204 stores the user ID into the user ID
storage unit A0206 and the pass into the pass storage unit
A0207 only when the received KEY is equal to the KEY
stored in the KEY storage unit A0202, and the Ethernet
module unit A0208 then sends out the user ID and the pass
to the server device A0102 (AS0906).

Next, when the Ethernet module unit A0500 receives a
user ID and a pass from the karaoke device A0010, the login
control unit A0105 refers to the columns of user IDs and
passes stored in the user information management unit
A0502. When a set of the received user ID and the received
pass is present in the user information management unit
A0502, the login control unit A0501 deems login for the user
ID completed.

After that, when the mobile terminal A0101 issues com-
mands necessary to perform various processes such as
selection of a track and displaying of a menu for ranking, the
mobile terminal A0101 transmits, to the karaoke device
A0100, issuance of a command which includes a command
type, a user ID, and a KEY as a set (AS0907). Only when
the received KEY is equal to the KEY stored in the KEY
storage unit A0202, does the karaoke device A0100 send
out, to the server device A0102, the issuance of a command
which includes the command type and the user ID as a set
(AS0908).

In the manner as above, logging in to the server device
A0102 and the following command processing are per-
formed using the mobile terminal A0101 via the karaoke
device A0100.

[Effect]

As above, the communication method in this embodiment
is a communication method used by a system including a
mobile terminal and a device, which includes: performing,
by the mobile terminal, visible light communication with the
device, thereby obtaining a KEY held by the device and an
identifier uniquely identifying the device; issuing, by the
mobile terminal, a connection request via wireless commu-
nication to the device identified by the obtained identifier,
using the KEY obtained in the performing; and establishing
connection between the mobile terminal and the device
when the KEY generated by the device matches the KEY
transmitted in the issuing by the mobile terminal to the
device.

Furthermore, for example, the communication method in
this embodiment may further include: issuing, by the device,
a KEY issuance request together with the identifier to a
server device; and issuing, by the server device, the KEY
associated with the identifier, and transmitting the KEY from
the server device to the device.

Furthermore, for example, in the communication method
in this embodiment, the establishing may further include
inputting an ID uniquely identifying a user of the mobile
terminal and a password for establishing the connection
using the ID.

Therefore, according to the communication method used
by the system having a login function in this embodiment,
it is possible to accept login only from a terminal that is
capable of viewing and recognizing the karaoke device, that
is, a terminal that is present inside the same room as the
karaoke device. This simplifies the login process on a
specific karaoke device and further eliminates unauthorized
login from other rooms, which are advantageous effects.

It is to be noted that although this embodiment has been
described assuming that the visible light ID reception unit
A0300 operates constantly while the mobile terminal A0101
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is active, this is not the only example. The visible light ID
reception unit A0300 may switch between operating and
nonoperating according to a state of the mobile terminal
A0101. For example, it may be that an accelerometer
embedded in the mobile terminal A0101 determines whether
the mobile terminal A0101 is close to horizontal or vertical,
and the visible light ID reception unit A0300 of the mobile
terminal A0101 is configured to operate only when the
mobile terminal A0101 is close to vertical, that is, the visible
light ID reception unit A0300 is likely to be positioned to
face toward a display in front. Furthermore, for example,
taking advantage of excess hardware resources obtained by
switching the visible light ID reception unit A0300 to a
non-operating mode, other hardware resources, such as a
secondary imaging unit, may be caused to operate.

Embodiment 3

Embodiment 2 has described the system or the like having
the login function that uses Bluetooth (registered trademark)
together with the visible light communication. In this
embodiment, a system or the like having a login function
that uses the visible light communication, but without using
Bluetooth (registered trademark) is described.

FIG. 28 illustrates a structure of a karaoke system having
a login function that uses visible light communication in
Embodiment 3.

The karaoke system illustrated in FIG. 28 has a login
function that uses visible light communication, and includes
a karaoke device A01000, a mobile terminal A01001, and a
server device A01002.

The following describes operations of the structural ele-
ments.

The karaoke device A01000 includes a means of com-
munication with the server device A01002; when the kara-
oke device A01000 transmits, to the server device A01002,
device identification information which uniquely identifies
the karaoke device, the server device A01002 transmits a
KEY to the karaoke device A01000. Furthermore, the kara-
oke device A01000 has a function of emitting visible light
and transmits the KEY and the device identification infor-
mation held by the karaoke device A01000 to the mobile
terminal A01001 through the visible light communication.

The mobile terminal A01001 is connectable to the server
device A01002 and transmits a KEY, a user ID, and a pass
to the server device A01002.

After that, when the mobile terminal A01001 transmits
various commands and the KEY to the server device
A01002, the server device A01002 transmits a command to
the karaoke device A01000 that has the device identification
information associated with the KEY, and the karaoke
device A01000 updates the content displayed on the display
according to the received commands.

[Structural Elements of Karaoke Device A01000]

Subsequently, structural elements of the karaoke device
A01000 are described with reference to FIG. 29.

FIG. 29 illustrates an example of an internal structure of
the karaoke device in Embodiment 2.

The karaoke device A01000 illustrated in FIG. 29
includes a display unit A01100, a visible light ID control unit
A01101, a KEY storage unit A01102, a KEY generation unit
A01103, a device identification information storage unit
A01105, and an Ethernet module unit A01108.

The following describes operations (behaviors) of the
structural elements in detail.

After the karaoke device A01000 is started, the Ethernet
module unit A01108 sends out, to the server device A01002,
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the device identification information stored in advance in the
device identification information storage unit A01105.

When the Ethernet module unit A01108 receives a KEY
from the server device A01002, then the KEY generation
unit A01103 receives the KEY from the Ethernet module
unit 01108 and stores the KEY into the KEY storage unit
A01102. Furthermore, when receiving a notification of a
login success view from the server device A01002, then the
Ethernet module unit A01108 updates the content that is
outputted by the display unit A01100, to let a user know that
the login was successful.

The visible light ID control unit A01101 reads the device
identification information from the device identification
address storage unit A01105, further reads the KEY from the
KEY storage unit A01102, and multiplexes these, thereby
generating a visible light ID. The visible light ID control unit
A01101 sends out, to the display unit A01100, an encoded
signal resulting from encoding the visible light ID.

The display unit A01100 controls light emission based on
the received encoded signal.

[Structural Elements of Mobile Terminal A01001]

Subsequently, structural elements of the mobile terminal
A01001 are described in detail with reference to the draw-
ings.

FIG. 30 illustrates an example of an internal structure of
the mobile terminal in Embodiment 3. FIG. 31 illustrates an
example of an overview of a login screen on a user interface
unit in Embodiment 3.

The mobile terminal A01001 illustrated in FIG. 30
includes a visible light ID reception unit A01200, a visible
light ID decoding unit A01201, a device identification
information storage unit A01202, a KEY storage unit
A01203, a user ID storage unit A01204, a pass storage unit
A01205, a user interface unit A01207, and an Ethernet
module unit A01208.

The user interface unit A01207 displays, at the time of a
login operation, at least a user ID entry field A01301, a PASS
entry field A01302, and a login button A01303 as illustrated
in FIG. 31, for example. Here, the user ID entry field
A01301 is an entry field in which a user ID is entered, and
the PASS entry field A01302 is an entry field in which a
PASS is entered. The login button A01303 is a button that
serves as a trigger for performing a login process. Here, the
user interface unit A01207 may further display, at the time
of a login operation, a simple login button A01304 serving
as a trigger for performing a login process using a user 1D
and a pass stored in advance. It is to be noted that at the point
in time when the mobile terminal A01001 is started, the user
interface unit A01207 maintains both the login button
A01303 and the login button A01304 in the state of being
unable to be pressed.

Furthermore, as illustrated in FIG. 23, for example, the
user interface unit A01207 further includes, at the time of
new user registration, at least a user ID entry field A0700, a
PASS entry field A0701, and a new-registration button
A0702, as with the user interface unit A0307 in Embodiment
2.

The following describes operations of the structural ele-
ments.

First, the operations seen in the case of using the mobile
terminal A01001 in advance preparation are described.

Suppose that a user presses the new-registration button
A0702, that is, a login request is issued by the user interface
unit A01207, with the user ID entry field A0700 filled in with
a user ID and the PASS entry field A0701 filled in with a
PASS by the user. In this case, the user interface unit A01207
stores the user 1D into the user 1D storage unit A01204 and
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the PASS into the pass storage unit A01205. The Ethernet
module unit A01208 sends out, to the server device A01002,
the user ID stored in the user ID storage unit A01204 and the
pass stored in the pass storage unit A01205.

Next, the operations seen in the case of using the mobile
terminal A01001 in a karaoke room are described.

When receiving an encoded signal from the karaoke
device A01000, then the visible light ID reception unit
A01200 sends out the received encoded signal to the visible
light ID decoding unit A01201.

The visible light ID decoding unit A01201 decodes the
encoded signal, extracts the device identification informa-
tion and the KEY, and stores the device identification
information into the device identification information stor-
age unit A01202 and the KEY into the KEY storage unit
A01203.

The user interface unit A01207 then updates and places
the login button A01303 and the simple login button A01304
in the state of being able to be pressed.

Here, suppose that a user presses the login button A01303,
that is, a login request is issued by the user interface unit
A01207, with the user ID entry field A01301 filled in with
a user ID and the PASS entry field A01302 filled in with a
PASS by the user. In this case, the user interface unit A01207
stores the user 1D into the user ID storage unit A01204 and
the PASS into the pass storage unit A01205. The Ethernet
module unit A01208 reads the device identification infor-
mation stored in the device identification information stor-
age unit A01202, the KEY stored in the KEY storage unit
A01203, the user ID stored in the user ID storage unit
A01204, and the pass stored in the pass storage unit A01205,
and sends these out to the server device A01002.

On the other hand, suppose that a user presses the simple
login button A01304, that is, a simple login request is issued
by the user interface unit A01207. In this case, the Ethernet
module unit A01208 reads the device identification infor-
mation stored in the device identification information stor-
age unit A01202, the KEY stored in the KEY storage unit
A01203, the user ID stored in the user ID storage unit
A01204, and the pass stored in the pass storage unit A01205,
and sends these out to the server device A01002.
[Structural Elements of the Server Device A01002]

Subsequently, structural elements of the server device
A01002 are described with reference to the drawings.

FIG. 32 illustrates an example of an internal structure of
the server device in Embodiment 3.

The server device A01002 illustrated in FIG. 32 includes
at least an Ethernet module unit A01400, a login control unit
A01401, a user information management unit A01402, a
KEY control unit A01403, and a KEY information manage-
ment unit A01404.

The user information management unit A01402 has a
structure as illustrated in FIG. 25, thereby managing infor-
mation. The user information management unit A01402
manages at least the user IDs indicated in the column A0600
and the passes indicated in the column A0601 and corre-
sponding to the user IDs.

When receiving the device identification information
from the karaoke device A01000, then the Ethernet module
unit A01400 notifies the KEY control unit A01403 of the
reception and transmits the device identification information
to the KEY control unit A01403.

When being notified of the reception of the device iden-
tification information, the KEY control unit A01403 gener-
ates a KEY with random numbers, and registers a set of the
KEY and the device identification information in the KEY
information management unit. In the case where that device
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identification information has already been registered in the
KEY information management unit A01404, the set of the
device identification information and the KEY is registered
by overwriting. The Ethernet module unit A01400 then
sends out the registered KEY to the karaoke device A01000.

When the Ethernet module unit A01400 receives a user ID
and a pass from the mobile terminal A01001, then the login
control unit A01401 adds a set of the received user ID and
the received pass to the user information management unit
A01402. On completion of the addition process by the login
control unit A01401, the Ethernet module unit A01400
returns a notification of completion of registration to the
mobile terminal A01001.

When the Ethernet module unit A01400 receives a KEY,
device identification information, a user 1D, and a pass from
the karaoke device A01000, the login control unit A01401
refers to the columns of user IDs and passes stored in the
user information management unit A01402. The login con-
trol unit A01401 determines whether or not a set of the
received user ID and the received pass is present in the user
information management unit A01402. When the set of
received user ID and pass is present, the login control unit
A01401 further determines whether or not a set of the
received KEY and the received device identification infor-
mation is present in the KEY information management unit
A01404. When the set of received KEY and device identi-
fication information is present, the login control unit A01401
deems login for the user ID completed and notifies the
karaoke device A01000 of a login success view.
[Operations of Server Device A01002]

Subsequently, an operation procedure of the structural
elements is described in detail.

[Flow for New User Registration]

The following describes, first, a flow for new user regis-
tration with reference to FIG. 33. Here, FIG. 33 illustrates an
example of a flow for new user registration in Embodiment
3.

First, after a user starts an app on the mobile terminal
A01001, a user interface unit login screen illustrated in FIG.
23 appears (AS01500).

Next, suppose that the user presses the new-registration
button A0702, that is, a login request is issued by the user
interface unit A01207, with the user ID entry field A0700
filled in with a user ID and the PASS entry field A0701 filled
in with a PASS by the user.

The user interface unit A01207 then stores the user ID into
the user 1D storage unit A01204 and the PASS into the pass
storage unit A01205 (AS01501).

Next, the Ethernet module unit A01208 sends out, to the
server device A01002, the user ID stored in the user ID
storage unit A01204 and the pass stored in the pass storage
unit A01205, that is, attempting a user registration process
(AS01502).

Next, when the Ethernet module unit A01400 receives a
user ID and a pass from the mobile terminal A01001, then
the login control unit A01401 adds a set of the received user
ID and the received pass to the user information manage-
ment unit A01402. On completion of the addition process by
the login control unit A01401, the Ethernet module unit
A01400 returns a notification of completion of registration
to the mobile terminal A01001 (AS01503).

[Flow for Karaoke Device Registration]|

Subsequently, a flow for karaoke device registration is
described with reference to FIG. 34. Here, FIG. 34 illustrates
an example of a flow for karaoke device registration in
Embodiment 3.
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First, the karaoke device A01000 is powered on in
advance and performs a startup process.

Next, after the karaoke device A01000 is started, the
Ethernet module unit A01108 sends out, to the server device
A01002, the device identification information stored in
advance in the device identification information storage unit
A01105 (AS01600).

Next, when receiving the device identification informa-
tion from the karaoke device A01000, then the Ethernet
module unit A01400 notifies the KEY control unit A01403
of the reception and transmits the device identification
information to the KEY control unit A01403. The KEY
control unit A01403 receives the notification, then generates
a KEY with random numbers, and registers a set of the KEY
and the device identification information in the KEY infor-
mation management unit (AS01601). Here, in the case
where that device identification information has already
been registered in the KEY information management unit,
the set of the device identification information and the KEY
is registered by overwriting.

Next, the Ethernet module unit A01400 then sends out the
registered KEY to the karaoke device A01000 (AS01602).

Next, when the Ethernet module unit A01108 receives a
KEY from the server device A01002, then the KEY genera-
tion unit A01103 receives the KEY from the Ethernet
module unit 01108 and stores the KEY into the KEY storage
unit A01102 (AS01603).

[Flow for Login]

Subsequently, a flow for login is described with reference
to FIG. 35. Here, FIG. 35 illustrates an example of a flow for
login in Embodiment 3.

First, the karaoke device A01000 is powered on in
advance and performs a startup process.

Furthermore, the user starts an app on the mobile terminal
A0101 to enable reception of visible light (AS01700).

The visible light ID control unit A01101 then reads device
identification information (denoted by device ID in the
drawings) from the device identification storage unit
A01105, further reads the KEY from the KEY storage unit
A01102, multiplexes these to generate a visible light 1D, and
sends out, to the display unit A01100, an encoded signal
resulting from encoding the visible light ID. The display unit
A01100 controls light emission based on the received
encoded signal (AS01701).

Here, suppose that the user presses the login button
A01303, that is, a login request is issued by the user
interface unit A01207, with the user ID entry field A01301
filled in with a user ID and the PASS entry field A01302
filled in with a PASS by the user. In this case, the user
interface unit A01207 stores the user ID into the user ID
storage unit A01204 and the PASS into the pass storage unit
A01205. The Ethernet module unit A01208 reads the device
identification information (device ID) stored in the device
identification information storage unit A01202, the KEY
stored in the KEY storage unit A01203, the user ID stored
in the user ID storage unit A01204, and the pass stored in the
pass storage unit A01205 (AS01702) and sends these out to
the server device A01002 (AS01703).

On the other hand, suppose that a user presses the simple
login button A01304, that is, a simple login request is issued
by the user interface unit A01207. In this case, the Ethernet
module unit A01208 reads the device identification infor-
mation (device ID) stored in the device identification infor-
mation storage unit A01202, the KEY stored in the KEY
storage unit A01203, the user ID stored in the user 1D
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storage unit A01204, and the pass stored in the pass storage
unit A01205 (AS01702) and sends these out to the server
device A01002 (AS01703).

Next, when the Ethernet module unit A01400 receives a
KEY, device identification information (device ID), a user
ID, and a pass from the karaoke device A01000, the login
control unit A01401 refers to the columns of user IDs and
passes stored in the user information management unit
A01402. The login control unit A01401 determines whether
or not a set of the received user ID and the received pass is
present in the user information management unit A01402.
When the set of received user ID and pass is present, the
login control unit A01401 further determines whether or not
a set of the received KEY and the received device identifi-
cation information (device ID) is present in the KEY infor-
mation management unit A01404. When the set of received
KEY and device identification information (device ID) is
present, the login control unit A01401 deems login for the
user ID completed and notifies the karaoke device A01000
of'a login success view, as well as issues a session ID thereto
(AS01704).

Next, when receiving a notification of the login success
view from the server device A01002, then the Ethernet
module unit A01108 updates the content that is outputted by
the display unit A01100, to let a user know that the login was
successful (AS01705).

After that, when the mobile terminal A01001 issues
commands necessary to perform various processes such as
selection of a track and displaying of a menu for ranking, the
mobile terminal A01001 transmits, to the server device
A01002, issuance of a command which includes a command
type and a session ID as a set (AS01706). The server device
A01002 then sends the received command type to the
karaoke device A01000 (AS01707).

In the manner as above, logging in to the server device
A01002 and the following command processing are per-
formed using the mobile terminal A01001 via the karaoke
device A01000.

[Effect]

As above, according to the system having a login function
in this embodiment, it is possible to accept login only from
a terminal that is capable of viewing and recognizing the
karaoke device, that is, a terminal that is present inside the
same room as the karaoke device. This simplifies the login
process on a specific karaoke device and further eliminates
unauthorized login from other rooms, which are advanta-
geous effects.

It is to be noted that although this embodiment has been
described assuming that the visible light ID reception unit
A01200 operates constantly while the mobile terminal
A01001 is active, this is not the only example. The visible
light ID reception unit A01200 may switch between oper-
ating and nonoperating according to a state of the mobile
terminal A01001. For example, it may be that an acceler-
ometer embedded in the mobile terminal A01001 determines
whether the mobile terminal A01001 is close to horizontal or
vertical, and the visible light ID reception unit A01200 of the
mobile terminal A01001 is configured to operate only when
the mobile terminal A01001 is close to vertical, that is, the
visible light ID reception unit A01200 is likely to be
positioned to face toward a display in front. Furthermore, for
example, taking advantage of excess hardware resources
obtained by switching the visible light ID reception unit
A01200 to a non-operating mode, other hardware resources,
such as a secondary imaging unit, may be caused to operate.

It is to be noted that although the use cases where
unauthorized login by a third party from outside the room



US 9,438,340 B2

33

where the karaoke device is installed is prevented have been
described in the above Embodiment 2 and Embodiment 3,
this is not limited to the karaoke device.

For example, this may be applied to a photo sticker booth,
which is a machine installed in an amusement arcade, a
resort, and so on, for producing a photo sticker by taking a
picture on site, and may also be applied to a television device
in a private room such as a hotel room, a sleeping car
compartment, a patient room, or the like.

In the case of the television device in the private room, it
is sufficient that the system in Embodiment 2 and Embodi-
ment 3 includes: a television device; a light emitting unit,
which is not a television image projection unit, but is
something like a beacon; and the mobile terminal. Thus,
even in the case of a hotel or the like where it is not known
who, that is, an unspecified number of people, enters which
room, unauthorized login by a third party from outside the
room where the television device is installed can be pre-
vented. This allows a user to feel at ease using the mobile
terminal to pair it with the television device and power on
the television device as well as to send a command to change
television channels through visible light communication by
directing the mobile terminal to the light emitting unit.

Furthermore, in the above system in Embodiment 3, the
karaoke device may be replaced with an exhibition space for
demos. In this case, a person who wishes to try a particular
demo next can use the mobile terminal to perform visible
light communication with lighting in the demo space to
make a reservation through ID authentication. By placing
the mobile terminal with the reservation over the demo
device, the demo starts moving, which is one possible usage.

Embodiment 4

In this embodiment, a system or the like including a login
function using visible light communication is described.

FIG. 36 illustrates a structure of a video conference
system having a login function that uses visible light com-
munication in Embodiment 4.

The video conference system illustrated in FIG. 36 has a
login function that uses visible light communication, and
includes a video conference device A0100a, the mobile
terminal A0101, a video conference system server device
A0102a, and an e-mail server A0103.

The following describes operations of the structural ele-
ments.

The video conference device A0100a has a function of
emitting visible light. The video conference device A0100a
transmits a MAC address and a KEY held by the video
conference device A0100a to the mobile terminal A0101
through the visible light communication.

Furthermore, the video conference device A0100a
receives a connection request from the mobile terminal
A0101 via Bluetooth (registered trademark), establishes
connection, and receives a user ID, a pass, and a KEY from
the mobile terminal A0101.

The video conference device A0100a compares the KEY
received from the mobile terminal A101 and the KEY held
by the video conference device A0100a, and when the both
are equal, the video conference device A0100a determines
that the mobile terminal A0101 is a mobile terminal that is
present in the space where the video conference device
A0100q is viewable, that is, the received request is a login
request from a user within the same conference room as the
video conference device A0100a. The video conference
device A01004 then determines conformity with the user ID
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and pass received from the mobile terminal A0101, to
proceed with a login process.

When the login is successful, the video conference device
A0100q transmits a session ID to the mobile terminal A0101
and waits for a destination IP address to be input on the
mobile terminal A0101. When receiving the session ID and
the destination IP address from the mobile terminal A0101,
then the video conference device A0100a starts communi-
cation with the video conference system server device
A0102a.

[Structural Elements of Video Conference Device A0100a/

Subsequently, structural elements of the video conference
device A0100a are described with reference to FIG. 37.

FIG. 37 illustrates an example of an internal structure of
the video conference device in Embodiment 4.

The video conference device A0100q illustrated in FIG.
37 includes the display unit A0200, the visible light ID
control unit A0201, the KEY storage unit A0202, the KEY
generation unit A0203, the Bluetooth communication mod-
ule unit A0204, the MAC address storage unit A0205, a
login control unit A0206q, a user information management
unit A0207a, the Ethernet module unit A0208, a video
generation unit A0209, and a session ID storage unit A0210.

The following describes operations of the structural ele-
ments.

After the video conference device A0100q is started, the
KEY generation unit A0203 generates a KEY and stores the
KEY into the KEY storage unit A0202. The KEY generation
unit A0203 rewrites a value of the KEY as a random value
immediately after the video conference device A0100a is
started and immediately after receiving a notification of
KEY change request from the Bluetooth communication
module unit A0204.

Subsequently, the visible light ID control unit A0201
reads a MAC address from the MAC address storage unit
A0205, further reads the KEY from the KEY storage unit
A0202, and multiplexes these, thereby generating a visible
light ID. The visible light ID control unit A0201 sends out,
to the display unit A0200, an encoded signal resulting from
encoding the visible light ID.

The display unit A0200 controls light emission based on
the received encoded signal.

When receiving the Bluetooth connection request from
the mobile terminal A0101, then the Bluetooth communi-
cation module unit A0204 performs processing to establish
connection.

The Bluetooth communication module unit A0204
receives a command type “new registration,” the KEY, the
user 1D, and the pass from the mobile terminal A0101. The
Bluetooth communication module unit A0204 notifies the
login control unit A0206a of the received command type,
KEY, user ID, and pass.

Furthermore, the Bluetooth communication module unit
A0204 receives a command type “login,” the KEY, the user
ID, and the pass from the mobile terminal A0101. The
Bluetooth communication module unit A0204 notifies the
login control unit A0206a of the received command type,
KEY, user ID, and pass.

Furthermore, the Bluetooth communication module unit
A0204 receives a command type “connection,” the session
1D, and the destination IP address from the mobile terminal
A0101. The Bluetooth communication module unit A0204
notifies the Ethernet module unit A0208 of the received
session 1D and destination IP address.

Furthermore, the Bluetooth communication module unit
A0204 receives a command type “password reset,” the KEY,
and the user ID from the mobile terminal A0101. The
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Bluetooth communication module unit A0204 notifies the
login control unit A0206a of the received KEY and user ID.

The Bluetooth communication module unit A0204
obtains a notification from the login control unit A0206a and
then transmits the obtained notification to the mobile termi-
nal A0101.

When receiving the command type “new registration,”
then the login control unit A0206a conducts a validity check
on the received KEY.

Here, only when the received KEY is equal to the KEY
stored in the KEY storage unit A0202 in the validity check,
does the login control unit A02064a search the user informa-
tion management unit A0207q for the user 1D and the pass.
When a corresponding set of the user ID and the pass is
found as a result of the search, the login control unit A0206a
notifies the Bluetooth communication module unit A0204 of
an identifier “registered.” On the other hand, when the
corresponding set of the user ID and the pass is not found in
the search, the login control unit A0206a registers the
obtained user ID and pass in the user information manage-
ment unit A0207a, generates a session ID with random
numbers, and stores the generated session ID into the session
ID storage unit A0210. A notification “registration com-
pleted” provided with the stored session ID and user infor-
mation is then transmitted to the Bluetooth communication
module unit A0204.

Furthermore, when receiving the command type “login,”
then the login control unit A0206a conducts a validity check
on the received KEY.

Here, only when the received KEY is equal to the KEY
stored in the KEY storage unit A0202 in the validity check,
does the login control unit A02064a search the user informa-
tion management unit A0207q for the user 1D and the pass.
When a corresponding set of the user ID and the pass is
found as a result of the search, the login control unit A0206a
generates a session ID with random numbers, and stores the
generated session ID into the session ID storage unit A0210.
A notification “login completed” provided with the stored
session 1D and user information is then transmitted to the
Bluetooth communication module unit A0204. On the other
hand, when the corresponding set of the user ID and the pass
is not found in the search, the login control unit A0206a
notifies the Bluetooth communication module unit A0204 of
a notification “login failed.”

Furthermore, when receiving the command type “pass-
word reset,” then the login control unit A0206a conducts a
validity check on the received KEY. Here, only when the
received KEY is equal to the KEY stored in the KEY storage
unit A0202 in the validity check, does the login control unit
A0206aq store the user ID and the pass generated as a random
value into the user information management unit A0207a.
The generated pass is then transmitted via the Ethernet
module unit A0208 to an e-mail address indicated in the user
D.

When notified of the session ID and the destination IP
address, the Ethernet module unit A0208 compares the
session 1D stored in the session ID storage unit A0210 and
the session ID obtained in the notification. When these
session IDs are equal as a result of the comparison, the
Ethernet module unit A0208 establishes connection with the
video conference system indicated by the destination IP
address obtained in the notification and starts transmitting
and receiving video and voice.

[Structural Elements of Mobile Terminal A0101]

Subsequently, structural elements of the mobile terminal
A0101 are described with reference to the drawings.
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FIG. 38 illustrates an example of an internal structure of
the mobile terminal in Embodiment 4. FIG. 39 illustrates an
example of an overview of a login screen on a user interface
unit in Embodiment 4. FIG. 40 illustrates an example of an
overview of a new-registration screen on the user interface
unit in Embodiment 4. FIG. 41 illustrates an example of an
overview of a video conference destination selection screen
on the user interface unit in Embodiment 4.

The mobile terminal A0101 illustrated in FIG. 38 includes
the visible light ID reception unit A0300, the visible light ID
decoding unit A0301, the destination MAC address storage
unit A0302, the KEY storage unit A0303, the user ID storage
unit A0304, the pass storage unit A0305, the Bluetooth
communication module unit A0306, the user interface unit
A0307, and the Ethernet module unit A0308.

The user interface unit A0307 displays, at the time of a
login operation, at least the connection start button A0400,
the user ID entry field A0401, the PASS entry field A0402,
the login button A0403, and a password reset button A0405
as illustrated in a login screen A0307q in FIG. 39, for
example. Here, the connection start button A0400 is a button
that serves as a trigger for starting a connection start request.
The user ID entry field A0401 is an entry field in which a
user ID is entered, and the PASS entry field A0402 is an
entry field in which a PASS is entered. The login button
A0403 is a button that serves as a trigger for performing a
login process. The password reset button A0405 is a button
that serves as a trigger for causing the video conference
device A0100q¢ to initialize the password and transmitting
the initialized password to the user ID entered into the user
ID entry field. The user interface unit A0307 may display, at
the time of a login operation, the simple login button A0404
serving as a trigger for performing a login process using a
user ID and a pass stored in advance. It is to be noted that
at the point in time when the mobile terminal A0101 is
started, the user interface unit A0307 maintains all of the
connection start button A0400, the login button A0403, and
the simple login button A0404 in the state of being unable
to be pressed.

The user interface unit A0307 further displays, at the time
of new user registration, at least the user ID entry field
A0700, the PASS entry field A0701, and the new-registra-
tion button A0702 as illustrated in a new-registration screen
A03075 in FIG. 40, for example. Here, the user ID entry
field A0700 is an entry field in which a user ID is entered,
and the PASS entry field A0701 is an entry field in which a
PASS is entered. The new-registration button A0702 is a
button that serves as a trigger for performing a new user
registration process.

The user interface unit A0307 further displays, at the time
of'selecting a video conference destination, at least a user ID
display field A0500q, a destination IP entry field A0501a, a
connection record selection field A0502a, and a conference
start button A0503a as illustrated in a video conference
destination selection screen A0307¢ in FIG. 41, for example.
Here, the user ID display field A0500q is a display field in
which the user ID currently logged in is displayed, and the
destination IP entry field A0501a is an entry field in which
a destination IP in a video conference is entered. The
connection record selection field A0502a is an entry field in
which the date and time at which and the destination IP with
which the connection was established in the past using the
user ID currently logged in, that is, connection records, are
displayed and which allows a user to select a record so as to
save the trouble of re-entering an IP. The conference start
button A0503a is a button that serves as a trigger for
transmitting an IP to the video conference device A0100a



US 9,438,340 B2

37

and causing the video conference device A0100a to start
transmitting and receiving video and voice.

The following describes operations of the structural ele-
ments.

First, the operations seen in the case of using the mobile
terminal A0101 in advance preparation are described with
reference to FIG. 40.

Suppose that a user presses the new-registration button
A0702, that is, a login request is issued by the user interface
unit A0307, with the user ID entry field A0700 filled in with
a user ID and the PASS entry field A0701 filled in with a
PASS by the user. In this case, the user interface unit A0307
stores the user ID into the user ID storage unit A0304 and the
PASS into the pass storage unit A0305.

The Ethernet module unit A0308 sends out, to the video
conference device A0100q, the command type “new regis-
tration,” the user ID stored in the user ID storage unit A0304,
and the pass stored in the pass storage unit A0305. When
receiving a notification “registered” from the video confer-
ence device A0100a after the sending, then the Ethernet
module unit A0308 presents to the user interface unit A307
that the ID has already been registered. On the other hand,
when receiving a notification “registration completed” from
the video conference device A0100a, then the Ethernet
module unit A0308 presents to the user interface unit A307
that the ID has been now successfully registered.

Next, the operations seen in the case of using the mobile
terminal A0101 in a conference room to start a video
conference are described.

The visible light ID reception unit A0300 has a function
equivalent to that of an imaging unit, and is rendered capable
of receiving visible light by setting its shutter speed to be
fast after start up. When receiving an encoded signal from
the video conference device A0100a, then the visible light
ID reception unit A0300 sends out the received encoded
signal to the visible light ID decoding unit A0301.

The visible light ID decoding unit A0301 decodes the
encoded signal, extracts the MAC address and the KEY, and
stores the MAC address into the destination MAC address
storage unit A0302 and the KEY into the KEY storage unit
A0303.

The user interface unit A0307 then updates and places the
connection start button A0400 illustrated in FIG. 39, for
example, in the state of being able to be pressed.

Here, suppose that the connection start button A0400
displayed by the user interface unit A0307 is pressed by a
user, that is, a connection request is received from the user
interface unit A0307. In this case, the Bluetooth communi-
cation module unit A0306 issues a connection request to a
device that has the MAC address indicated by the destina-
tion MAC address storage unit A0302, that is, the video
conference device A0100aq, to establish connection. After the
connection is established, the user interface unit A0307
updates and places the login button A0403 and the simple
login button A0404 in the state of being able to be pressed.

On the other hand, suppose that a user presses the login
button A0403, that is, a login request is issued by the user
interface unit A0307, with the user ID entry field A0401
filled in with a user ID and the PASS entry field A0402 filled
in with a PASS by the user. In this case, the user interface
unit A0307 stores the user ID into the user ID storage unit
A0304 and the PASS into the pass storage unit A0305. The
Bluetooth communication module unit A0306 sends out, to
the video conference device A0100g, a command type
“login,” the KEY stored in the KEY storage unit A0303, the
user ID stored in the user ID storage unit A0304, and the
pass stored in the pass storage unit A0305. When receiving
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a notification “login completed” from the video conference
device A0100q after the sending, then the Bluetooth com-
munication module unit A0306 presents to the user interface
unit A307 that the login has now been completed, and
subsequently presents user information to the user interface
unit A0307.

Furthermore, suppose that a user presses the password
reset button A0405, that is, a password reset request is issued
by the user interface unit A0307, with the user ID entry field
A0401 filled in with a user ID by the user. In this case, the
user interface unit A0307 stores the user ID into the user ID
storage unit A0304. The Bluetooth communication module
unit A0306 sends out, to the video conference device
A0100qa, a command type “password reset,” the KEY stored
in the KEY storage unit A0303, and the user ID stored in the
user ID storage unit A0304.

Next, the operations seen in the case of using the mobile
terminal A0101 to select a destination for video conference
are described.

The user interface unit A0307 presents the user ID as the
user information to the user ID display field A0500a and
presents, to the connection record selection field A0502a,
the date and time at which and the destination IP address
with which the connection was established in the past using
the user ID currently logged in, that is, connection records.

Here, when the user taps the connection record selection
field A0502a, the user interface unit A0307 transcribes, into
the destination IP entry field A0501a, the IP tapped in the
connection record selection field A05024 illustrated in FIG.
41.

When detecting pressing of the conference start button
A05034a, then the user interface unit A0307 transmits, to the
video conference device A0100a, a command type “connec-
tion,” a session ID, and the destination IP address entered in
the destination IP entry field A0501a.

[Flow for New User Registration]

Subsequently, an operation procedure of the structural
elements is described.

The following describes, first, a flow for new user regis-
tration with reference to FIG. 42. Here, F1G. 42 illustrates an
example of a flow for new user registration in Embodiment
4.

First, after a user starts an app on the mobile terminal
A0101, the mobile terminal A0101 is placed in standby
mode (AS0800q)

Next, during the standby mode, when receiving a visible
light ID from the video conference device A0100q, then the
mobile terminal A0101 extracts the MAC address and the
KEY from the obtained visible light ID (AS0801a).

Next, the mobile terminal A0101 searches for a Bluetooth
destination that is present around the mobile terminal
A0101. If the MAC address included in the visible light ID
is found in the search result, a Bluetooth connection is
established with a device that has the MAC address, that is,
the video conference device A0100a (AS0802a).

Next, after the connection is established, the mobile
terminal A0101 displays the new-registration screen A03075
illustrated in FIG. 40 (AS0803a).

Next, suppose that the user presses the new-registration
button A0702, that is, a login request is issued by the user
interface unit A0307, with the user ID entry field A0700
filled in with a user ID and the PASS entry field A0701 filled
in with a PASS by the user.

The user interface unit A0307 then stores the user ID into
the user ID storage unit A0304 and the PASS into the pass
storage unit A0305 (AS0804).
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Next, the Ethernet module unit A0308 sends out, to the
server device A0102a, the user ID stored in the user ID
storage unit A0304 and the pass stored in the pass storage
unit A0305, that is, attempting a user registration process
(AS0805).

Next, when the Ethernet module unit A0500 receives a
user ID and a pass from the mobile terminal A0101, then the
login control unit A0501 adds a set of the received user ID
and the received pass to the user information management
unit A0502. On completion of the addition process by the
login control unit A0501, the Ethernet module unit A0500
returns a notification of completion of registration to the
mobile terminal A0101 (AS0806).

[Flow for Login]

Subsequently, a flow for login is described with reference
to FIG. 43. Here, FIG. 43 illustrates an example of a flow for
login in Embodiment 4.

First, the video conference device A0100a is powered on
in advance and performs a startup process.

Next, after the video conference device A0100a is started,
the KEY generation unit A0203 generates a KEY using
random numbers and stores the KEY into the KEY storage
unit A0202 (AS0900q).

Furthermore, the user starts an app on the mobile terminal
A0101 to enable reception of visible light (AS09014).

The visible light ID control unit A0201 then reads a MAC
address from the MAC address storage unit A0205, further
reads the KEY from the KEY storage unit A0202, multi-
plexes these to generate a visible light ID, and sends out, to
the display unit A0200, an encoded signal resulting from
encoding the visible light ID. The display unit A0200
controls light emission based on the received encoded signal
(AS09024).

Next, the visible light ID reception unit A0300 has a
function equivalent to that of an imaging unit, and is
rendered capable of signal reception by setting its shutter
speed to be fast after start up, and when receiving the
encoded signal from the video conference device A0100q,
then sends out the received encoded signal to the visible
light ID decoding unit A0301. The visible light ID decoding
unit A0301 decodes the encoded signal, extracts the MAC
address and the KEY, and stores the MAC address into the
destination MAC address storage unit A0302 and the KEY
into the KEY storage unit A0303. The user interface unit
A0307 then updates and places the connection start button
A0400 presented on the login screen A0307q illustrated in
FIG. 39 in the state of being able to be pressed. Subse-
quently, when the connection start button A0400 presented
by the user interface unit A0307 is pressed by the user, that
is, when a connection request is received from the user
interface unit A0307, the Bluetooth communication module
unit A0306 issues a connection request to a device that has
the MAC address indicated by the destination MAC address
storage unit A0302, that is, the video conference device
A0100q, to establish connection (AS0903a).

Next, after the connection is established, the user interface
unit A0307 updates and places the login button A0403 and
the simple login button A0404 in the state of being able to
be pressed.

Here, further suppose that the user presses the login
button A0403, that is, a login request is issued by the user
interface unit A0307, with the user ID entry field A0401
filled in with a user ID and the PASS entry field A0402 filled
in with a PASS by the user. In this case, the user interface
unit A0307 stores the user ID into the user ID storage unit
A0304 and the PASS into the pass storage unit A0305, and
the Bluetooth communication module unit A0306 reads the
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KEY stored in the KEY storage unit A0303, the user ID
stored in the user ID storage unit A0304, and the pass stored
in the pass storage unit A0305 (AS0904a) and sends these
out to the video conference device A0100 (AS0905q).

On the other hand, suppose that a user presses the simple
login button A0404, that is, a simple login request is issued
by the user interface unit A0307. In this case, the Bluetooth
communication module unit A0306 reads the KEY stored in
the KEY storage unit A0303, the user ID stored in the user
ID storage unit A0304, and the pass stored in the pass
storage unit A0305 (SA0904a) and sends these out to the
video conference device A0100a (SA09054a).

Next, when receiving the user ID and the pass from the
mobile terminal A0101, then the Bluetooth communication
module unit A0204 stores the user ID into the user ID
storage unit A0206 and the pass into the pass storage unit
A0207 only when the received KEY is equal to the KEY
stored in the KEY storage unit A0202, and the Ethernet
module unit A0208 sends out the session ID to the mobile
terminal A0101, as a result of which the login is deemed
completed (AS0906a).

After that, when the mobile terminal A0101 accepts the
destination IP address entered by the user, then the mobile
terminal A0101 transmits, to the video conference device
A0100a, issuance of a command which includes the desti-
nation IP address and the session ID as a set (AS0907q).
Only when the received session ID is equal to the session ID
stored in the session ID storage unit A0210, does the video
conference device A0100a start video and audio communi-
cation with the video conference system server device
A0102¢ indicated by the obtained destination IP address
(AS09084).

In the manner as above, the video conference device
A0100a¢ and the video conference system server device
A0102q perform video and audio communication with each
other using the mobile terminal A0101.

[Flow for Password Reset]

Subsequently, a flow for password reset is described with
reference to FIG. 44. Here, F1G. 44 illustrates an example of
a flow for login in Embodiment 4.

First, the video conference device A0100a is powered on
in advance and performs a startup process.

Next, after the video conference device A0100a is started,
the KEY generation unit A0203 generates a KEY using
random numbers and stores the KEY into the KEY storage
unit A0202 (AS1000).

Furthermore, the user starts an app on the mobile terminal
A0111 to enable reception of visible light (AS1001).

The visible light ID control unit A0201 then reads a MAC
address from the MAC address storage unit A0205, further
reads the KEY from the KEY storage unit A0202, multi-
plexes these to generate a visible light ID, and sends out, to
the display unit A0200, an encoded signal resulting from
encoding the visible light ID. The display unit A0201
controls light emission based on the received encoded signal
(AS1002).

Next, the visible light ID reception unit A0300 has a
function equivalent to that of an imaging unit, and is
rendered capable of signal reception by setting its shutter
speed to be fast after start up, and when receiving the
encoded signal from the video conference device A0100q,
then sends out the received encoded signal to the visible
light ID decoding unit A0301. The visible light ID decoding
unit A0301 decodes the encoded signal, extracts the MAC
address and the KEY, and stores the MAC address into the
destination MAC address storage unit A0302 and the KEY
into the KEY storage unit A0303. The user interface unit
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A0307 then updates and places the connection start button
A0400 presented on the login screen A0307q illustrated in
FIG. 39 in the state of being able to be pressed. Subse-
quently, when the connection start button A0400 on the user
interface unit A0307 is pressed by the user, that is, when a
connection request is received from the user interface unit
A0307, the Bluetooth communication module unit A0306
issues a connection request to a device that has the MAC
address indicated by the destination MAC address storage
unit A0302, that is, the video conference device A0100a, to
establish connection (AS1003).

Next, after the connection is established, the user interface
unit A0307 updates and places the password reset button
A0405 in the state of being able to be pressed.

Here, furthermore, suppose that the user presses the
password reset button A0405, that is, a password reset
request is issued by the user interface unit A0307, with the
user ID entry field A0401 filled in with a user ID by the user.
In this case, the user interface unit A0307 stores the user 1D
into the user ID storage unit A0304, and the Bluetooth
communication module unit A0306 reads the KEY stored in
the KEY storage unit A0303 and the user ID stored in the
user 1D storage unit A0304 (AS1004) and sends these out to
the video conference device A0100a (AS1005).

Next, when receiving the command type “password
reset,” the video conference device A0100a conducts a
validity check on the received KEY. Only when the received
KEY is equal to the KEY stored in the KEY storage unit
A0202 in the validity check, does the video conference
device A0100aq store the user ID and the pass generated as
a random value into the user information management unit
A0207a. The generated pass is then transmitted via the
Ethernet module unit A0208 to an e-mail address indicated
in the user ID (AS1006).

[Effect]

As above, the communication method in this embodiment
is a communication method used by a system including a
mobile terminal and a device, which includes: performing,
by the mobile terminal, visible light communication with the
device, thereby obtaining a KEY held by the device and an
identifier uniquely identifying the device; issuing, by the
mobile terminal, a connection request via wireless commu-
nication to the device identified by the obtained identifier,
using the KEY obtained in the performing; and establishing
connection between the mobile terminal and the device
when the KEY generated by the device matches the KEY
transmitted in the issuing by the mobile terminal to the
device.

Here, for example, in the communication method in this
embodiment, the establishing may further include: inputting
an ID uniquely identifying a user of the mobile terminal;
generating a password related to the ID; and transmitting the
generated password.

Furthermore, for example, in the communication method
in this embodiment, the establishing may further include
inputting an ID uniquely identifying a user of the mobile
terminal and a password for establishing the connection
using the ID.

Therefore, according to the communication method used
by the system having a login function in this embodiment,
it is possible to accept login only from a terminal that is
capable of viewing and recognizing the video conference
device, that is, a terminal that is present inside the same
room as the video conference device. This simplifies the
login process on a specific video conference device and
further eliminates unauthorized login from other rooms,
which are advantageous effects.
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It is to be noted that although this embodiment has been
described assuming that the visible light ID reception unit
A0300 operates constantly while the mobile terminal A0101
is active, this is not the only example. The visible light ID
reception unit A0300 may switch between operating and
nonoperating according to a state of the mobile terminal
A0101. For example, it may be that an accelerometer
embedded in the mobile terminal A0101 determines whether
the mobile terminal A0101 is close to horizontal or vertical,
and the visible light ID reception unit A0300 of the mobile
terminal A0101 is configured to operate only when the
mobile terminal A0101 is close to vertical, that is, the visible
light ID reception unit A0300 is likely to be positioned to
face toward a display in front. Furthermore, for example,
taking advantage of excess hardware resources obtained by
switching the visible light ID reception unit A0300 to a
non-operating mode, other hardware resources, such as a
secondary imaging unit, may be caused to operate.

Embodiment 5

In this embodiment, a system or the like having a billing
function that uses visible light communication is described.

FIG. 45 illustrates an overall structure of a billing system
having the billing function that uses visible light commu-
nication in Embodiment 5.

The billing system in this embodiment has the billing
function using visible light communication and includes a
gaming device A1100, a mobile terminal A1101, and a
server device A1102 as illustrated in FIG. 45.

The mobile terminal A1101 has a function of charging a
fee. When a mobile terminal ID, a charge amount, a credit
card number, and a credit card expiration date are entered
through a user interface, the mobile terminal A1101 trans-
mits the mobile terminal ID, the charge amount, the credit
card number, and the credit card expiration date to the server
device A1102.

The server device A1102 enables authorization of the
received number and expiration date of the credit card, to
perform payment transaction for the charge amount. In the
case where a user’s payment transaction is successful, the
server device A1102 updates the charge amount associated
with the mobile terminal ID and notifies the mobile terminal
A1101 that the payment has now been completed. The
mobile terminal A1101 then updates the content displayed
on its display to present to the user that the payment
transaction has now been completed.

The gaming device A1100 has a function of a transmis-
sion side for the visible light communication. The gaming
device A1100 transmits a URL of a server associated with a
game to the mobile terminal A1101 through the visible light
communication. This allows the mobile terminal A1101 to
access a website identified by the URL and therefore open
an exclusive website for the game so that the website can be
viewed.

Furthermore, the gaming device A1100 transmits a gam-
ing device ID of the gaming device A1100, the number of
players waiting for the game, a per-play charge for the game,
the maximum number of rounds of play, and the maximum
number of players to the mobile terminal A1101 through the
visible light communication.

This allows the user to know, via a display unit of the
mobile terminal A1101, the gaming device ID of the gaming
device A1100, the number of players waiting for the game,
a per-play charge for the game, the maximum number of
rounds of play, and the maximum number of players.
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In this case, when the number of rounds of play and the
number of players are entered through user interface input,
then the mobile terminal A1101 transmits the gaming device
1D, a per-play charge, the number of rounds of play, the
number of players, and the mobile terminal ID to the server
device A1102. According to the received per-play charge,
number of rounds of play, and number of players, the server
device A1102 then updates the charge amount associated
with the mobile terminal ID. Subsequently, the server device
A1102 transmits the mobile terminal 1D, the number of
rounds of play, and the number of players to the gaming
device A1100.

The gaming device A1100 adds the received mobile
terminal ID, number of rounds of play, and number of
players to a standby queue. The gaming device A1100 is
placed in standby mode immediately after started or at the
time when the game is finished being played, and starts a
new round of the game when the mobile terminal ID is
transmitted thereto from the mobile terminal A1101.
[Internal Structure of Gaming Device A1100]

Subsequently, an internal structure of the gaming device
A1100 is described with reference to FIG. 46.

FIG. 46 illustrates an example of an internal structure of
the gaming device in Embodiment 5. FIG. 47 illustrates an
example of information stored in a request information
storage unit in Embodiment 5.

The gaming device A1100 illustrated in FIG. 46 includes
a display unit A1200, a visible light ID control unit A1201,
a device ID storage unit A1202, a device ID generation unit
A1203, an Ethernet module unit A1204, a request informa-
tion storage unit A1205, an app control unit A1206, an NFC
module unit A1207, and a URL storage unit A1208 in which
a URL identifying the server device A1102 is stored in
advance.

Here, the request information storage unit A1205 has a
ring buffer structure as illustrated in FIG. 47 and stores
information indicating which user made a reservation. In
other words, the request information storage unit A1205 is
a standby queue having a ring buffer structure and holds a
mobile terminal ID A1300, the number of rounds of play
A1301, and the number of players A1302 as queue elements.

The following describes operations (behaviors) of the
structural elements.

After the gaming device A1100 is started, the device ID
generation unit A1203 generates a gaming device ID and
stores the generated gaming device ID into the device ID
storage unit A1202. In this embodiment, the gaming device
1D is assumed to be “the unique identifier that can identify
the gaming device A1100.” More specifically, it is assumed
to be an IP address allocated to the gaming device A1100.

Next, the visible light ID control unit A1201 reads the
gaming device ID from the device ID storage unit A1202,
reads a URL from the URL storage unit A1208, and obtains
the number of waiting players having reservations from
reservation information stored in the request information
storage unit A1205. The visible light ID control unit A1201
generates a visible light ID by multiplexing the gaming
device 1D, the number of waiting players having reserva-
tions, the URL, the per-play charge, the maximum number
of rounds of play, and the maximum number of players, and
sends out, to the display unit A1200, an encoded signal
resulting from encoding the visible light ID.

The display unit A1200 controls light emission based on
the received encoded signal.

When receiving the mobile terminal ID, the number of
rounds of play, and the number of players from the server
device A1102, then the Ethernet module unit A1204 notifies
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the app control unit A1206 of the mobile terminal 1D, the
number of rounds of play, and the number of players.

The app control unit A1206 adds the mobile terminal 1D,
the number of rounds of play, and the number of players to
the request information storage unit A1205. In this case, the
request information storage unit A1205 functions as a
standby queue. Immediately after the gaming device A1100
is started or at the time when the game is finished being
played, the app control unit A1206 is placed in standby
mode.

When the NFC module unit A1207 receives the mobile
terminal ID from the mobile terminal while the app control
unit A1206 is in standby mode, then the NFC module unit
A1207 notifies the app control unit A1206 of the mobile
terminal ID. When the received mobile terminal ID is equal
to the mobile terminal ID A1300 at the head of a request
queue in the request information storage unit A1205, the app
control unit A1206 determines that a user holding the mobile
terminal A1101 has issued a game start request, and starts
the game.

[Internal Structure of Mobile Terminal A1101]

Subsequently, an internal structure of the mobile terminal
A1101 is described with reference to FIG. 48.

FIG. 48 illustrates an example of an internal structure of
the mobile terminal in Embodiment 5. FIG. 49 illustrates an
example of an overview of a game registration screen on a
user interface unit in Embodiment 5. FIG. 50 illustrates an
example of an overview of a charging screen on the user
interface unit in Embodiment 5.

The mobile terminal A1101 illustrated in FIG. 48 includes
a visible light ID reception unit A1400, a visible light ID
decoding unit A1401, a device ID storage unit A1402, a
URL storage unit A1403, a reload flag storage unit A1404 in
which a load-incomplete flag is written with the mobile
terminal A1101 being active, an Ethernet module unit
A1405, an NFC module unit A1406, a user interface unit
A1407, and a mobile terminal ID storage unit A1408.

Here, the user interface unit A1407 displays, as illustrated
in FIG. 50, a fee-charging screen A1600 which includes at
least a credit card information input unit A1601, a charge
amount input unit A1602, and a charge button A1603. Here,
the credit card information input unit A1601 is an entry field
in which the number and the expiration date of a credit card
are entered. The charge amount input unit A1602 is an entry
field in which a charge amount is entered. The charge button
A1603 is a button that serves as a trigger for executing a
charging process.

Furthermore, as illustrated in FIG. 49, the user interface
unit A1407 displays a game registration screen A1500
including a number-of-game-waiting-players display unit
A1501, a per-play charge display unit A1502, a number-of-
game-rounds input unit A1503, a maximum-number-of-
rounds display unit A1504, a number-of-players input unit
A1505, a maximum-number-of-players display unit A1506,
and a reservation button A1507.

Here, the number-of-game-waiting-players display unit
A1501 presents the number of other users who have already
made play reservations in an attempt to play the game, and
the per-play charge display unit A1502 displays a price for
a single round of the game per person. The maximum-
number-of-rounds display unit A1504 displays the allowable
maximum number of rounds of the game per reservation,
and the maximum-number-of-players display unit A1506
displays the allowable maximum number of players in the
game at one time.

The number-of-game-rounds input unit A1503 is an entry
field in which the number of rounds per reservation is
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entered, and the number-of-players input unit A1505 is an
entry field in which the number of players who are playing
the game at one time is entered. Text to be entered in the
number-of-game-rounds input unit A1503 is a numerical
value that is 1 or more, and is limited to less than the
maximum number of rounds indicated in the maximum-
number-of-rounds display unit A1504. Text to be entered in
the number-of-players input unit A1505 is a numerical value
that is 1 or more, and is limited to less than the maximum
number of players indicated in the maximum-number-of-
players display unit A1506.

The following describes behaviors of the structural ele-
ments.

A reservation button A1507 is a button for completing a
reservation.

[Operations of Mobile Terminal A1101]

First, the operations (behaviors) of the mobile terminal
A1101 seen at the time of adding an available fund to the
server device are described.

The user interface unit A1407 displays the fee-charging
screen A1600 illustrated in FIG. 50.

Next, suppose that the user interface unit A1407 detects a
push on the charge button A1603 with the credit card
information input unit A1601 filled in with the number and
the expiration date of a credit card and the charge amount
input unit A1602 filled in with a charge amount by a user. In
this case, the user interface unit A1407 notifies the Ethernet
module unit A1405 of the charge amount and the number
and the expiration date of the credit card.

Next, the Ethernet module unit A1405 receives the noti-
fication and then transmits, to the server device A1102, the
received number and expiration date of the credit card and
the received charge amount along with the mobile terminal
ID stored in the mobile terminal ID storage unit A1408.

After that, when the Ethernet module unit A1405 receives
from the server device A1102 a notification that the payment
has now been completed, then the user interface unit A1407
updates the content (rendering) displayed on the display to
present that the payment transaction has now been com-
pleted.

Subsequently, the operations (behaviors) seen at the time
when the mobile terminal A1101 receives visible light. Here,
the visible light ID reception unit A1400 has a function
equivalent to that of an imaging unit, and is rendered capable
of visible light communication by setting its shutter speed to
be fast after start up.

First, when receiving an encoded signal from the gaming
device A1100, then the visible light ID reception unit A1400
sends out the received encoded signal to the visible light ID
decoding unit A1401.

Next, the visible light ID decoding unit A1401 decodes
the encoded signal and extracts the gaming device ID, the
URL, the number of players waiting for the game, the
per-play charge for the game, the maximum number of
rounds of play, and the maximum number of players.

Next, when the extraction by the visible light ID decoding
unit A1401 is completed, then the user interface unit A1407
reads a reload flag from the reload flag storage unit A1404.
When the reload flag is a load-incomplete flag, the user
interface unit A1407 issues a reload notification to the
Ethernet module unit A1405 and writes a load-complete flag
into the reload flag storage unit A1404.

Next, when receiving the reload notification, then the
Ethernet module unit A1405 reads the URL from the URL
storage unit A1403 and sends out an HTTP request to the
address identified by the URL. When obtaining a response to
the request, then the Ethernet module unit A1405 updates,
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based on content received in the response, the overview of
the game registration screen A1500 to include the elements
illustrated in FIG. 49. Here, in the process of updating the
overview, the user interface unit A1407 displays the
extracted number of players waiting for the game in the
number-of-waiting-game-players display unit A1501, the
extracted per-play charge for the game in the per-play charge
display unit A1502, the extracted maximum number of
rounds of play in A1505, and the extracted maximum
number of players in the maximum-number-of-players dis-
play unit A1506.

Subsequently, suppose that a user pushes the reservation
button A1507 with the number-of-game-rounds input unit
A1503 and the number-of-players input unit A1505 filled in
with numerical values by the user. The user interface unit
A1407 then transmits, to the Ethernet module unit A1405, a
notification that the button was pushed.

Next, when receiving the notification that the button was
pushed, then the Ethernet module unit A1405 connects to the
server device A1102 identified by the URL stored in the
URL storage unit A1403. The Ethernet module unit A1405
transmits, to the server device A1102, the gaming device ID
stored in the device ID storage unit A1402, the number of
rounds of play entered in the number-of-game-rounds input
unit A1503, the number of players entered in the number-
of-players input unit A1505, the per-play charge received
from the gaming device A1100, and the mobile terminal ID
stored in the mobile terminal ID storage unit A1408.

Subsequently, when the Ethernet module unit A1405
receives from the server a notification that the payment has
now been completed, the NFC module unit transitions to a
state of waiting for the gaming device A1100 to become
proximal thereto.

When sensing proximity of the gaming device A1100,
then the NFC module unit A1406 sends out the gaming
device ID to the gaming device A1100.

[Internal Structure of the Server Device A1102]

Subsequently, an internal structure of the server device
A1102 is described with reference to FIG. 51.

FIG. 51 illustrates an example of the internal structure of
the server device in Embodiment 5. FIG. 52 illustrates an
example of information stored in a payment information
storage unit in Embodiment 5.

The server device A1102 includes an Ethernet module
unit A1700, a payment system A1701, a payment informa-
tion storage unit 1702, and an overview control unit A1703
as illustrated in FIG. 51.

Here, the payment information storage unit A1702 has a
structure as illustrated in FIG. 52, thereby storing informa-
tion. Specifically, the payment information storage unit
A1702 includes, for example: a mobile terminal ID column
A1801 in which the mobile terminal ID is stored; a credit
card information column A1802 in which the number and
the expiration date of a credit card are stored; and a balance
column A1803 in which the balance is stored.

[Operations of Server Device A1102]

First, the operations (behaviors) of the server device
A1102 seen at the time of performing a charging process are
described. Here, the charging process is a process of adding
an available fund to a database inside the server based on
transmission from the mobile terminal A1101.

First, suppose that the Ethernet module unit A1700 of the
server device A1102 receives the mobile terminal 1D, the
number and the expiration date of a credit card, and the
charge amount from the mobile terminal A1101
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Next, the Ethernet module unit A1700 searches the pay-
ment information storage unit A1702 for a set of the received
mobile terminal ID and the received number and expiration
date of the credit card.

If a corresponding set is not retrieved, the FEthernet
module unit A1700 newly adds the set of the mobile terminal
ID and the number and the expiration date of the credit card
and writes the charge amount into the balance column
A1803 in the added row.

On the other hand, when a corresponding set is already
present, the Ethernet module unit A1700 increases the
content of the balance column A1803 in the corresponding
row for the charge amount.

On completion of the above charging process, the server
device A1102 notifies the communication originator, i.e., the
mobile terminal A1101, that the charging has now been
completed.

Subsequently, the operations (behaviors) of the server
device A1102 are described which is seen at the time of
accepting, from the mobile terminal A1101, a reservation to
play the game.

First, when receiving the HTTP request from the mobile
terminal A1101, then the Ethernet module unit A1700 trans-
mits a notification to the overview control unit A1703.

Next, the overview control unit A1703 receives the above
notification and then notifies the Ethernet module unit
A1700 of HTML data which will be overview data.

Next, the Ethernet module unit A1700 receives the noti-
fication and then sends out the HTML data to the mobile
terminal A1101.

Next, when receiving the gaming device ID, the per-play
charge, the number of rounds of play, the number of players,
and the mobile terminal ID from the mobile terminal A1101,
then the Ethernet module unit A1700 searches the payment
information storage unit A1702 for a corresponding mobile
terminal ID.

If the corresponding mobile terminal ID is retrieved, the
Ethernet module unit A1700 updates the charge amount
associated with the mobile terminal ID in the balance
column A1803 in the corresponding row in the payment
information storage unit A1702 according to the per-play
charge, the number of rounds of play, and the number of
players.

Next, on completion of the updating process, the Ethernet
module unit A1700 notifies the mobile terminal A1101 that
the payment has now been completed. Furthermore, the
Ethernet module unit A1700 identifies the gaming device
A1101 that is subject to the play reservation, from the
gaming device ID, that is, IP, received from the mobile
terminal A1101, and transmits the mobile terminal 1D, the
number of rounds of play, and the number of players to the
gaming device A1100.

[Flow for Processing in Billing System]|

Subsequently, processing in the billing system in Embodi-
ment 5 is described.
[Flow for Charging Fee]

First, a flow for charging a fee for a game is described
with reference to FIG. 53. Here, FIG. 53 illustrates an
example of a flow for charging a fee in the billing system in
Embodiment 5.

First, on the mobile terminal A1101, input of credit card
information is accepted (Step SA1901). Specifically, the
user interface unit A1407 detects a user’s push on the charge
button A1603 with the credit card information input unit
A1601 filled in with the number and expiration date of a
credit card and the charge amount input unit A1602 filled in
with a charge amount by the user. The user interface unit
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A1407 then notifies the Ethernet module unit A1405 of the
charge amount and the number and the expiration date of the
credit card.

Next, the mobile terminal A1101 transmits charge infor-
mation to the server device A1102 (Step SA1902). Specifi-
cally, the Ethernet module unit A1405 receives the notifi-
cation and then transmits, to the server device A1102, the
received number and expiration date of the credit card and
the received charge amount along with the mobile terminal
ID stored in the mobile terminal ID storage unit A1408.

Next, the server device A1102 processes a new registra-
tion (Step SA1903). Specifically, when receiving the mobile
terminal ID, the number and the expiration date of the credit
card, and the charge amount from the mobile terminal
A1101, then the Ethernet module unit A1700 searches the
payment information storage unit A1702 for a set of the
received mobile terminal ID and the received number and
expiration date of the credit card. If a corresponding set is
not retrieved, the Ethernet module unit A1700 newly adds
the set of the mobile terminal ID and the number and the
expiration date of the credit card and writes the charge
amount into the balance column A1803 in the added row.

On the other hand, when a corresponding set has already
been registered, the server device A1102 updates the regis-
tration (Step SA1904). Specifically, the Ethernet module
unit A1700 searches the payment information storage unit
A1702 for a set of the received mobile terminal ID and the
received number and expiration date of the credit card, and
if a corresponding set is already present, increases the
content of the balance column A1803 in the corresponding
row for the charge amount.

Next, on completion of the above charging process, the
server device A1102 notifies the communication originator,
i.e., the mobile terminal A1101, of completion of the charg-
ing process (the registration update) (Step SA1905).

Next, the mobile terminal A1101 updates the rendering
(Step SA1906). Specifically, when the Ethernet module unit
A1405 receives from the server device A1102 a notification
that the payment has now been completed, then the user
interface unit A1407 updates the content (the rendering)
displayed on the display to present that the payment trans-
action has now been completed.

[Flow for Updating UI]

Subsequently, a flow for updating Ul is described with
reference to FIG. 54. FIG. 54 illustrates an example of a flow
for updating UI in the billing system in Embodiment 5.
Updating UI means updating, by the mobile terminal A1101,
the overview of the user interface unit A1407 as a result of
the visible light ID being transmitted from the gaming
device A1100.

First, the mobile terminal A1101 updates the shutter speed
and the exposure (Step SA11001). Specifically, the visible
light ID reception unit A1400 included in the mobile termi-
nal A1101 has a function equivalent to that of an imaging
unit, and is rendered capable of visible light communication
by setting its shutter speed to be fast after start up.

Next, the gaming device A1100 transmits a notification of
ID through the visible light communication (Step SA11002).

Specifically, the device ID generation unit A1203 gener-
ates a gaming device ID and stores the generated gaming
device ID into the device ID storage unit A1202. Here, the
gaming device 1D is, for example, “the unique identifier that
can identify the gaming device A1100.” In this embodiment,
the gaming device 1D is assumed to be an IP address
allocated to the gaming device A1100. Subsequently, the
visible light ID control unit A1201 reads the gaming device
ID from the device ID storage unit A1202, reads a URL from
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the URL storage unit A1208, and generates a visible light ID
by multiplexing the gaming device ID, the number of
waiting players having reservations, the URL, the per-play
charge, the maximum number of rounds of play, and the
maximum number of players. The visible light ID control
unit A1201 sends out, to the display unit A1200, an encoded
signal resulting from encoding the visible light ID. The
display unit A1200 then controls light emission based on the
received encoded signal. Thus, the gaming device A1100 is
capable of transmitting the gaming device ID through the
visible light communication.

Next, the mobile terminal A1101 extracts the gaming
device 1D, the maximum number of rounds of play, and so
on (Step SA11003). Specifically, when receiving an encoded
signal from the gaming device A1100, then the visible light
ID reception unit A1400 sends out the received encoded
signal to the visible light ID decoding unit A1401. The
visible light ID decoding unit A1401 decodes the encoded
signal and extracts the gaming device 1D, the URL, the
number of players waiting for the game, the per-play charge
for the game, the maximum number of rounds of play, and
the maximum number of players (Step SA11003).

Next, the mobile terminal A1101 determines necessity of
reloading (Step SA11004). Specifically, when the extraction
is completed, then the user interface unit A1407 reads a
reload flag from the reload flag storage unit A1404. When
the read reload flag is a load-incomplete flag, the user
interface unit A1407 issues a reload notification to the
Ethernet module unit A1405 and writes a load-complete flag
into the reload flag storage unit A1404.

Next, when it is determined that the reloading is neces-
sary, then the mobile terminal A1101 extracts the URL (Step
SA11005) and sends out an HTTP request to the server
device A1102 (Step SA11006). Specifically, when receiving
the reload notification, then the Ethernet module unit A1405
reads the URL from the URL storage unit A1403 and sends
out the HTTP request to the address identified by the URL
(the server device A1102).

Next, the server device A1102 sends out, to the mobile
terminal A1101, HTML data for displaying or updating a
browser (Step SA11007). Specifically, when receiving the
HTTP request from the mobile terminal A1101, then the
Ethernet module unit A1700 transmits a notification to the
overview control unit A1703. The overview control unit
A1703 receives the notification and then notifies the Ether-
net module unit A1700 of the HTML data which will be
overview data. The Ethernet module unit A1700 receives the
notification and then sends out the HTML data to the mobile
terminal A1101.

Next, the mobile terminal A1101 displays or updates the
browser. Specifically, when obtaining a response from the
server device A1102, then the user interface unit A1407
updates the overview of the game registration screen A1500
to include the elements illustrated in FIG. 49, based on
content received in the response. In this embodiment, in the
process of updating the overview, the user interface unit
A1407 displays the extracted number of players waiting for
the game in the number-of-waiting-game-players display
unit A1501, the extracted per-play charge for the game in the
per-play charge display unit A1502, the extracted maximum
number of rounds of play in A1505, and the extracted
maximum number of players in the maximum-number-of-
players display unit A1506.

[Flow for Making Reservation to Play Game]

Subsequently, a flow in the case of making a reservation
to play a game is described with reference to FIG. 55. FIG.
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55 illustrates an example of a flow for making a reservation
to play a game in the billing system in Embodiment 5.

First, the mobile terminal A1101 obtains the number of
game rounds of play and the number of players (Step
SA11101). Specifically, suppose that, first, the reservation
button A1507 is pushed with the number-of-game-rounds
input unit A1503 and the number-of-players input unit
A1505 provided by the user interface unit A1407, filled in
with numerical values by a user. The user interface unit
A1407 then transmits, to the Ethernet module unit A1405, a
notification that the button was pushed.

Next, the mobile terminal A1101 performs payment trans-
action (Step SA11102). Specifically, when receiving the
notification that the button was pushed, then the Ethernet
module unit A1405 connects to the server device A1102
identified by the URL stored in the URL storage unit A1403.
The Ethernet module unit A1405 transmits, to the server
device A1102, the gaming device ID stored in the device ID
storage unit A1402, the number of rounds of play entered in
the number-of-game-rounds input unit A1503, the number
of players entered in the number-of-players input unit
A1505, the per-play charge received from the gaming device
A1100, and the mobile terminal ID (terminal ID in the
drawing) stored in the mobile terminal ID storage unit
A1408.

Next, the server device A1102 notifies the mobile terminal
A1101 of a payment result (Step S11103). Specifically, when
receiving the gaming device 1D, the per-play charge, the
number of rounds of play, the number of players, and the
mobile terminal ID (payment transaction) from the mobile
terminal A1101, then the Ethernet module unit A1700
searches the payment information storage unit A1702 for a
corresponding mobile terminal ID. If the corresponding
mobile terminal ID is retrieved, the Ethernet module unit
A1700 updates the charge amount associated with the
mobile terminal ID in the balance column A1803 in the
corresponding row in the payment information storage unit
A1702 according to the per-play charge, the number of
rounds of play, and the number of players. On completion of
the updating process, the Ethernet module unit A1700 noti-
fies the mobile terminal A1101 that the payment has now
been completed. Subsequently, in the mobile terminal
A1101, when the Ethernet module unit A1405 receives from
the server the notification that the payment has now been
completed, the NFC module unit transitions to a state of
waiting for the gaming device A1100 to become proximal
thereto.

Next, the server device A1102 transmits, to the gaming
device A1100, content of the reservation to play the game
(Step S11104). Specifically, the server device A1102 iden-
tifies the gaming device A1100 that is subject to the play
reservation, from the gaming device ID, that is, IP, received
from the mobile terminal A1101, and transmits the mobile
terminal 1D, the number of rounds of play, and the number
of players (the content of the reservation to play the game)
to the gaming device A1100.

Next, the gaming device A1100 receives the reservation to
play the game and adds an entry to a reservation queue (Step
SA11105). Specifically, when receiving the mobile terminal
1D, the number of rounds of play, and the number of players
(the content of the reservation to play the game) from the
server device A1102, then the Ethernet module unit A1204
notifies the app control unit A1206 of the mobile terminal
1D, the number of rounds of play, and the number of players
(the reservation to play the game). The app control unit
A1206 adds the mobile terminal ID, the number of rounds
of play, and the number of players (the content of the
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reservation to play the game) to the request information
storage unit A1205. In this embodiment, the request infor-
mation storage unit A1205 functions as a standby queue.
Immediately after the gaming device A1100 is started or at
the time when the game is finished being played, the app
control unit A1206 is placed in standby mode.

Next, the mobile terminal A1101 transmits the terminal
ID (the mobile terminal ID) to the gaming device A1100
(Step SA11106). Specifically, when sensing proximity (a
touch operation) of the gaming device A1100, then the NFC
module unit A1406 sends out the mobile terminal ID to the
gaming device A1100.

Next, the gaming device A1100 starts the game for the
user to play (Step SA11107). Specifically, when receiving
the mobile terminal ID from the mobile terminal 1101 while
the app control unit A1206 is in standby mode, then the NFC
module unit A1207 notifies the app control unit A1206 of the
mobile terminal ID. When the received mobile terminal ID
is equal to the mobile terminal ID A1300 at the head of a
request queue in the request information storage unit A1205,
the app control unit A1206 determines that a user holding the
mobile terminal A1101 has issued a game start request, and
starts the game.

[Effect]

As above, the communication method in this embodiment
is a communication method used by a billing system having
a mobile terminal and a device, which includes: performing,
by the mobile terminal, visible light communication with the
device, thereby obtaining a device identifier uniquely iden-
tifying the device and an URL of a server for performing a
billing process for a use of the device; establishing, by the
mobile terminal, connection with the server at the obtained
URL, using the device identifier obtained in the performing
and a terminal identifier uniquely identifying the mobile
terminal; and performing a billing process with the server at
the URL with which the mobile terminal established the
connection.

Furthermore, for example, in the communication method
in this embodiment, the establishing may further include:
inputting an ID uniquely identifying a user of the mobile
terminal and a password for establishing the connection
using the ID.

Therefore, the system or the like having the billing
function in this embodiment allows a user to make a
reservation to play the game, even in a situation where
another user is using the gaming device A1100, by using the
mobile terminal A1101 from a location a few or few dozens
of meters away from the gaming device A1100 without
inserting a coin into the gaming device A1100. Furthermore,
according to the system or the like having the billing
function in this embodiment, a touch operation starts the
game, which makes it also possible to prevent a user who
cannot view the gaming device A1100 from making an
unnecessary play reservation for some mischievous purpose.

It is to be noted that although the gaming device ID is
assumed to be an IP address allocated to the gaming device
A1100 in this embodiment, this is not the only example. The
gaming device ID may be anything including information
like a MAC address, for example, as long as this is “the
unique identifier that can identify the gaming device
A1100.”

Furthermore, in this embodiment, the server device A1102
stores the mobile terminal ID into the payment information
storage unit A1702. This is originally not for identifying the
mobile terminal, but for identifying a user using the mobile
terminal. Therefore, in order that a particular user can play
the game by entering the same user ID on a plurality of
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mobile terminals, a user ID for identifying the user may be
used instead of mobile terminal IDs for identifying the
mobile terminals.

Furthermore, although making a notification of the gam-
ing device ID has been described herein as making a
notification of an ID of a single type obtained by encoding
all the gaming device 1D, the number of waiting players
having reservations, the URL, the per-play charge, the
maximum number of rounds of play, and the maximum
number of players, the embodiment is not limited to the
constant use of the same ID in the communication through
the visible light communication. For example, an exclusive
URL for ranking may be encoded as an ID in the case of a
game ranking screen, or modified content of the per-play
charge, the maximum number of rounds of play, and the
maximum number of players may be encoded as an ID in the
case where an excessive number of reservations to play the
game have been made. Limiting the number of playable
rounds per reservation, that is, encoding with the maximum
number of rounds of play set to a small value, according to
a reservation status, will also solve over-crowded reserva-
tions.

Furthermore, it may be that when the server device A1102
transmits the reservation screen illustrated in FIG. 49 to the
mobile terminal A1101, a reservation status is received from
the gaming device A1100 so that the overview of FIG. 49 is
changed to limit reservations for the mobile terminal ID with
which no less than a predetermined number of play reser-
vations has been stored in the request information storage
unit A1205 of the gaming device A1100.

It is to be noted that this embodiment has described the
case of using the mobile terminal to charge a fee for the
gaming device such as an arcade game installed in an
amusement arcade, a resort, and so on, the embodiment is
not limited to the gaming device.

For example, the same may apply to fitness equipment
such as a stationary bike in a fitness center or a pre-pay
television device in a hotel.

Here, in the case of fitness equipment, it is sufficient that
the billing system in this embodiment includes: fitness
equipment; an NFC unit installed in the fitness equipment;
a light emitting unit installed in a position in the fitness
equipment that is easily visible from a user; the server; and
the mobile terminal. Here, it is sufficient that the mobile
terminal has functions of visible light communication and
near field communication (NFC). Furthermore, as long as
the light emitting unit is for visible light communication, it
is irrelevant whether or not the light emitting unit is capable
of displaying video.

This allows a user to use the mobile terminal to pair it with
the fitness equipment and make a play (training) reservation
through visible light communication by directing the mobile
terminal to the light emitting unit installed in the fitness
equipment. When a person ahead of the user in the queue is
finished using the fitness equipment, the user can start the
play by performing NFC using the mobile terminal in
standby mode (the operation to place the mobile terminal
over the light emitting unit). In addition, the fitness equip-
ment may record a length of use and calories burned per user
and accumulate them in the server.

Furthermore, in the case of the pre-pay television device,
it is sufficient that the billing system in this embodiment
includes: a television device; a light emitting unit, which is
not a television image projection unit, but is something like
a beacon; and the mobile terminal. Furthermore, it may also
be possible to include the function described in Embodiment
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2 and Embodiment 3 in which unauthorized login by a third
party from outside the room where the television device is
installed can be prevented.

This allows a user to feel at ease using the mobile terminal
to pair it with the television device and power on the
television device as well as to send a command to change
television channels through visible light communication by
directing the mobile terminal to the light emitting unit.

Embodiment 6

In this embodiment, a communication system or the like
having a navigation function that uses visible light commu-
nication is described.

FIG. 56 conceptually illustrates detection of map loca-
tions in Embodiment 6.

The communication system in this embodiment performs
navigation in which a location of a user on a map A2103 (a
location A2100) is detected, the location of the user and a
target position (a location A2101) are presented, and a route
from the location of the user to the target position is
presented, as illustrated in FIG. 56, for example.

In the example illustrated in FIG. 56, the communication
system in this embodiment detects the location A2100 of the
user on the map A2103 representing an area inside a store
and displays, on the map A2103, the location A2100 and the
location A2101 indicating the target position. Here, in the
case where the user aims to buy a mouse (a commodity), the
location A2101 is a position of a shelf on which mouses
(commodities) are placed. Furthermore, in FIG. 56, the
communication system in this embodiment displays the
shortest route which connects the two points, the location
A2100 and the location A2101 indicating the target position,
thereby performing the navigation. Furthermore, the com-
munication system in this embodiment causes a device
including a communication terminal, such as a watch device,
to display, as illustrated in A2102, a direction in which the
user needs to move, from the position and orientation of the
user and the shortest route information.

A structure of the communication system in this embodi-
ment is described below.

FIG. 57 illustrates an overall structure of the communi-
cation system in Embodiment 6.

The communication system illustrated in FIG. 57 has a
navigation function and includes a lighting device A2200, a
mobile terminal A2202, and a watch device A2204.

The following describes the structural elements.
[Structure of Lighting Device]

FIG. 58 illustrates an example of an internal structure of
the lighting device in Embodiment 6.

The lighting device A2200 illustrated in FIG. 58 includes
a light emitting unit A2300, a visible light ID control unit
A2301, and a device ID storage unit A2302.

A device ID storage unit 2402 stores a predetermined
numerical value.

After the lighting device A2200 is powered on, the visible
light ID control unit A2301 reads the device ID stored in the
device ID storage unit A2302, multiplexes the device ID into
a visible light ID. The visible light ID control unit A2301
sends out, to the light emitting unit A2300, an encoded
signal obtained by encoding the visible light ID.

The light emitting unit A2300 controls light emission
based on the received encoded signal, thereby performing
the visible light communication with the mobile terminal
A2202.
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[Structure of Mobile Terminal]

Subsequently, an internal structure of the mobile terminal
A2202 is described with reference to FIG. 59.

FIG. 59 illustrates an example of an internal structure of
the mobile terminal in Embodiment 6.

The mobile terminal A2202 illustrated in FIG. 59 includes
an imaging unit A2400, a visible light ID decoding unit
A2401, a device 1D storage unit A2402, a preview image
storage unit A2403, a camera parameter storage unit A2404,
a map information storage unit A2405, a location estimation
unit A2406, a location information storage unit A2407, a
user interface unit A2408, a target detection unit A2409, a
point-of-compass storage unit A2410, a Bluetooth A2411, a
geomagnetic sensor and accelerometer A2412, a ceiling
distance storage unit A2413, a microphone A2414, and a
voice recognition unit A2415.

The following describes behaviors of the structural ele-
ments with reference to the drawings.

FIG. 60 is a flowchart illustrating an operation of the
communication system in Embodiment 6. FIG. 61 illustrates
an example of a preview image in Embodiment 6. FIG. 62
illustrates geomagnetic and gravitational directions of a
mobile terminal including a communication device in
Embodiment 6. FIG. 63 illustrates an example of a compu-
tational expression for determining a relative location of the
mobile terminal to a subject in Embodiment 6.

First, the ceiling distance storage unit A2413 stores, in
advance, d indicated in A2203 in FIG. 57, that is, a value of
“a vertical distance from the mobile terminal A2202 to the
ceiling A2201” determined as a fixed value.

Next, the imaging unit A2400 is rendered capable of
visible light communication by setting its shutter speed to be
fast after start up (Step SA2801). When receiving an
encoded signal from the lighting device A2200 (Step
SA2802), then the imaging unit A2400 sends out the
received encoded signal to the visible light ID decoding unit
A2401.

Next, the visible light ID decoding unit A2401 decodes
the encoded signal (Step SA2803), extracts the device 1D,
and stores the device ID into the device ID storage unit
A2402.

Next, the imaging unit A2400 stores a captured preview
image into the preview image storage unit A2403 (Step
SA2804). Here, the preview image is an image with a width
w (A2500) and a length h (A2501) displayed by the display
unit as illustrated in FIG. 61, for example.

Next, the location estimation unit A2406 reads the pre-
view image from the preview image storage unit A2403 and
calculates center-of-gravity coordinates A2502 of a lighting
part in the preview image (Step SA2805).

Subsequently, the location estimation unit A2406 reads a
horizontal angle of view (angle_h in FIG. 57) and a vertical
angle of view (angle _v in FIG. 57) of a camera from the
camera parameter storage unit A2404 and reads a point of
compass and a gravity direction from the geomagnetic
sensor and accelerometer A2412 (Step SA2806).

Next, the location estimation unit A2406 calculates “an
absolute position of the imaging unit A2400” and stores the
calculated location information into the location information
storage unit A2407 (Step SA2807).

Specifically, first, the location estimation unit A2406
determines a vector n which is directed north relative to a
posture of a smartphone (A2600 in FIG. 62) and a vector e
which is directed east relative to the posture of the smart-
phone (A2601 in FIG. 62) from a geomagnetic sensor in the
geomagnetic sensor and accelerometer A2412.
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Subsequently, the location estimation unit A2406 deter-
mines a vector g which is a gravity direction relative to the
posture of the smartphone (A2602 in FIG. 62) using an
accelerometer in the geomagnetic sensor and accelerometer
A2412. Furthermore, the location estimation unit A2406
reads a ceiling distance d (A2203 in FIG. 57) from the
ceiling distance storage unit A2413.

Subsequently, the location estimation unit A2406 reads
the above vectors and calculates a vector p, that is, a relative
position of the imaging unit A2400 to lighting, based on the
expression indicated in FIG. 63. The meaning, etc., of
Expression has been explained in the embodiment and
therefore, an explanation thereof is omitted here.

Subsequently, the location estimation unit A2406 reads a
device ID and absolute coordinates from the map informa-
tion storage unit A2405 and determines absolute coordinates
for the device ID stored in the device ID storage unit A2402,
that is, an absolute position of the lighting device A2200.

Thus, the location estimation unit A2406 calculates “an
absolute position of the imaging unit A2400” determined by
adding the “relative position of the imaging unit A2400 to
the lighting device A2200” to the “absolute position of the
lighting device A2200” and stores resultant location infor-
mation into the location information storage unit A2407.

Next, the user interface unit A2408 reads a map image
from the map information storage unit and performs ren-
dering, thus executing a rendering process of a map image.
The map image is a map A2103 illustrated in FIG. 56, for
example. Subsequently, the user interface unit A2408 cal-
culates a rendering coordinate position of the location
A2100 indicated by a present location icon on the map
image, from the location information stored in the location
information storage unit A2407, and renders the location
A2100 indicated by the present location icon (Step
SA2808).

Next, the Bluetooth A2411 receives a voice signal and
posture information on the watch device from the watch
device A2204 and transmits them to the target detection unit
A2409; then, the target detection unit A2409 performs a
voice recognition process (Step SA2809). Here, the target
detection unit A2409 performs the voice recognition process
in a manner that voice collected by the microphone A2414
is recognized and converted into text by the voice recogni-
tion unit A2415.

Next, the target detection unit A2409 reads a set of a
commodity keyword and absolute position coordinates from
the map information storage unit A2405 and associates the
commodity keyword and a result of the voice recognition
process. When the commodity keyword that corresponds to
the text obtained by the conversion as a result of the voice
recognition process is detected, the absolute coordinates
associated with that commodity keyword are stored as
“target coordinates” into the location information storage
unit A2407 (Step SA2810).

Next, the user interface unit a2408 reads the target coor-
dinates from the location information storage unit A2407
and performs a rendering process of the location A2101
indicated by a target icon A2101. Subsequently, the user
interface unit A2408 reads aisle information from the map
information storage unit and determines information on the
shortest route which connects “the absolute position of the
imaging unit A2400” and “the target coordinates” (Step
SA2811)

Next, the user interface unit A2408 calculates, from the
posture information on the watch device received from the
watch device A2204 via the Bluetooth A2411, a point of
compass which is to be displayed on the watch device A2204
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to indicate the shortest route, and stores the point of compass
into the point-of-compass storage unit A2410 (Step
SA2812).

Next, the user interface unit A2408 reads point-of-com-
pass information from the point-of-compass storage unit
A2410 and sends out the point-of-compass information to
the watch device A2204 (Step SA2813).

Next, the user interface unit A2408 performs a rendering
process of the shortest route from “the absolute position of
the imaging unit A2400” to “the target coordinates™ based on
the shortest-route information (Step SA2814).

Through the above processing, a user senses the imaging
unit 2400, that is, a position of the user him or herself, using
the visible light ID received from the lighting, and further-
more, can not only know, by the voice recognition, a route
to a commodity the user is looking for, but also know, by
looking at what is displayed on the mobile terminal such as
the watch device, in which direction the user needs to move
in this moment.

It is to be noted that although the watch device has bee
described in this embodiment as an example of the mobile
terminal including the communication device, this is not the
only example. The mobile terminal including the commu-
nication device may be a smartphone or the like.

Furthermore, although the distance from the mobile ter-
minal to the ceiling, stored in the ceiling distance storage
unit A2413, is a fixed value in this embodiment, it may also
be that the distance from the mobile terminal to the lighting
is estimated from the size of the lighting in the preview
image obtained from the imaging unit A2400, for example,
and then is used as d' in the expression indicated in FIG. 63.

Furthermore, although the voice recognition is used to
determine the target coordinates which are to be stored into
the location information storage unit A2407 in this embodi-
ment, it is not always necessary to perform the voice
recognition process; for example, the target coordinates may
be simply determined using a Ul such as a touch panel.

Furthermore, although the mobile terminal A2202 and the
watch device A2204 are separate structures in this embodi-
ment, these may be combined as the watch device A2204.

Furthermore, it may also be possible to provide an
embodiment in which the watch device A2204 is provided
with an imaging unit to determine a position of the center of
gravity of the lighting and the mobile terminal A2202 is
notified of the determined position.

Furthermore, it may also be possible to provide an
embodiment in which the watch device A2204 is provided
with an LED light reception unit so that the watch device
A2204 notifies the mobile terminal A2202 that a position of
the center of gravity of the lighting has been detected at the
center of the preview image.

Embodiment 7

The following describes Embodiment 7.
(Observation of Luminance of Light Emitting Unit)

An imaging method is proposed in which, when one
image is to be captured, the exposure starts and ends at
different points in time for each imaging element instead of
exposure of all the imaging elements at the same timing.
FIG. 64 illustrates an example where the imaging elements
in one line are exposed at the same time, and the exposure
start time is shifted in the order from the closest line in an
imaging operation. Here, the imaging elements exposed at
the same time are referred to as an exposure line, and a line
of pixels on an image which corresponds to these imaging
elements is referred to as a bright line.
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When an image is captured with the imaging elements the
entire surfaces of which are illuminated with light from a
flickering light source, a bright line (a line of brightness or
darkness of pixel values) appears along an exposure line on
the captured image as illustrated in FIG. 65. By recognizing
this bright line pattern, it is possible to estimate a change in
light source luminance at a speed which exceeds the imaging
frame rate. This allows communication at a speed higher
than or equal to the imaging frame rate by transmitting a
signal as the change in light source luminance. In the case
where the light source represents the signal with two kinds
of luminance values, the lower one of the luminance values
is referred to as LOW (LO), and the higher one of the
luminance vales is referred to as HIGH (HI). It may be that
LOW is a state in which the light source emits no light or in
which the light source emits light weaker than in HIGH.

By this method, information transmission is performed at
the speed higher than the imaging frame rate.

In the case where the number of exposure lines whose
exposure times do not overlap each other is 20 in one
captured image and the imaging frame rate is 30 fps, it is
possible to recognize a luminance change in a period of 1
millisecond. In the case where the number of exposure lines
whose exposure times do not overlap each other is 1000, it
is possible to recognize a luminance change in a period of
Yso0000 second (about 33 microseconds). Note that the expo-
sure time is set to less than 10 milliseconds, for example.

FIG. 65 illustrates a situation where, after the exposure of
one exposure line ends, the exposure of the next exposure
line starts.

In this situation, when transmitting information based on
whether or not each exposure line receives at least a prede-
termined amount of light, information transmission at a
speed of fl bits per second at the maximum can be realized
where f is the number of frames per second (frame rate) and
1 is the number of exposure lines constituting one image.

Note that faster communication is possible in the case of
performing time-difference exposure not on a line basis but
on a pixel basis.

In such a case, when transmitting information based on
whether or not each pixel receives at least a predetermined
amount of light, the transmission speed is flm bits per second
at the maximum, where m is the number of pixels per
exposure line.

If the exposure state of each exposure line caused by the
light emission of the light emitting unit is recognizable in a
plurality of levels as illustrated in FIG. 66, more information
can be transmitted by controlling the light emission time of
the light emitting unit in a shorter unit of time than the
exposure time of each exposure line.

In the case where the exposure state is recognizable in Elv
levels, information can be transmitted at a speed of fIElv bits
per second at the maximum.

Moreover, a fundamental period of transmission can be
recognized by causing the light emitting unit to emit light
with a timing slightly different from the timing of exposure
of each exposure line.

FIG. 67 illustrates a situation where, before the exposure
of one exposure line ends, the exposure of the next exposure
line starts. Specifically, this configuration is that the expo-
sure times of adjacent exposure lines temporally partially
overlap each other. With such a configuration, (1) the
number of samples within a predetermined length of time
can be set larger as compared to the case where it is not until
the end of the exposure time of one exposure line that the
exposure of the next exposure line starts. The increased
number of samples within the predetermined length of time
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makes it possible to more appropriately detect a light signal
generated by a light transmitter that is a subject. This means
that the error rate in detection of the light signal can be
reduced. Furthermore, (2) the exposure time of each expo-
sure line can be set longer as compared to the case where it
is not until the end of the exposure time of one exposure line
that the exposure of the next exposure line starts, with the
result that even in the case where the subject is dark, a
brighter image can be obtained. In other words, the S/N ratio
can be improved. Here, the structure in which the exposure
times of adjacent exposure lines partially overlap each other
does not need to be applied to all exposure lines, and part of
the exposure lines may not have the structure of partially
overlapping in exposure time. With the configuration in
which the exposure times of part of the adjacent pairs of the
exposure lines do not temporally partially overlap each
other, the generation of an intermediate color due to the
overlapped exposure times on the imaging screen can be
reduced so that a bright line can be detected more appro-
priately.

In this situation, the exposure time is calculated from the
brightness of each exposure line, to recognize the light
emission state of the light emitting unit.

Note that, in the case of determining the brightness of
each exposure line in a binary fashion of whether or not the
luminance is greater than or equal to a threshold, it is
necessary for the light emitting unit to continue the state of
emitting no light for at least the exposure time of each line,
to enable the no light emission state to be recognized.

FIG. 68 illustrates the influence of the difference in
exposure time in the case where the exposure start time of
each exposure line is the same. In 7500a, the exposure end
time of one exposure line and the exposure start time of the
next exposure line are the same. In 75005, the exposure time
is longer than that in 7500a. The structure in which the
exposure times of adjacent exposure lines partially overlap
each other as in 75005 allows a longer exposure time to be
used. That is, more light enters the imaging element, so that
a brighter image can be obtained. In addition, since the
imaging sensitivity for capturing an image of the same
brightness can be reduced, an image with less noise can be
obtained. Communication errors are prevented in this way.

FIG. 69 illustrates the influence of the difference in
exposure start time of each exposure line in the case where
the exposure time is the same. In 75014, the exposure end
time of one exposure line and the exposure start time of the
next exposure line are the same. In 75015, the exposure of
one exposure line ends after the exposure of the next
exposure line starts. The structure in which the exposure
times of adjacent exposure lines partially overlap each other
as in 75015 allows more lines to be exposed per unit time.
This increases the resolution, so that more information can
be obtained. Since the sample interval (i.e. the difference in
exposure start time) is shorter, the luminance change of the
light source can be estimated more accurately, contributing
to a lower error rate. Moreover, the luminance change of the
light source in a shorter time can be recognized. By exposure
time overlap, light source blinking shorter than the exposure
time can be recognized using the difference of the amount of
exposure between adjacent exposure lines.

As described with reference to FIG. 68 and FIG. 69, in the
structure in which each exposure line is sequentially
exposed so that the exposure times of adjacent exposure
lines partially overlap each other, the communication speed
can be dramatically improved by using, for signal transmis-
sion, the bright line pattern generated by setting the exposure
time shorter than in the normal imaging mode. Setting the
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exposure time in visible light communication to less than or
equal to Yaso second enables an appropriate bright line
pattern to be generated. Here, it is necessary to set (exposure
time) <Vax{f, where f'is the frame frequency. Blanking during
imaging is half of one frame at the maximum. That is, the
blanking time is less than or equal to half of the imaging
time. The actual imaging time is therefore '4f at the shortest.
Besides, since 4-value information needs to be received
within the time of 4f, it is necessary to at least set the
exposure time to less than 1/(2fx4). Given that the normal
frame rate is less than or equal to 60 frames per second, by
setting the exposure time to less than or equal to Yso second,
an appropriate bright line pattern is generated in the image
data and thus fast signal transmission is achieved.

FIG. 70 illustrates the advantage of using a short exposure
time in the case where each exposure line does not overlap
in exposure time. In the case where the exposure time is
long, even when the light source changes in luminance in a
binary fashion as in 75024, an intermediate-color part tends
to appear in the captured image as in 7502e¢, making it
difficult to recognize the luminance change of the light
source. By providing a predetermined non-exposure vacant
time (predetermined wait time) t,,, from when the exposure
of one exposure line ends to when the exposure of the next
exposure line starts as in 7502d, however, the luminance
change of the light source can be recognized more easily.
That is, a more appropriate bright line pattern can be
detected as in 7502f. The provision of the predetermined
non-exposure vacant time is possible by setting a shorter
exposure time t than the time difference t,, between the
exposure start times of the exposure lines, as in 75024. In the
case where the exposure times of adjacent exposure lines
partially overlap each other in the normal imaging mode, the
exposure time is shortened from the normal imaging mode
so as to provide the predetermined non-exposure vacant
time. In the case where the exposure end time of one
exposure line and the exposure start time of the next
exposure line are the same in the normal imaging mode, too,
the exposure time is shortened so as to provide the prede-
termined non-exposure time. Alternatively, the predeter-
mined non-exposure vacant time (predetermined wait time)
t5, from when the exposure of one exposure line ends to
when the exposure of the next exposure line starts may be
provided by increasing the interval t,, between the exposure
start times of the exposure lines, as in 7502¢g. This structure
allows a longer exposure time to be used, so that a brighter
image can be captured. Moreover, a reduction in noise
contributes to higher error tolerance. Meanwhile, this struc-
ture is disadvantageous in that the number of samples is
small as in 7502/, because fewer exposure lines can be
exposed in a predetermined time. Accordingly, it is desirable
to use these structures depending on circumstances. For
example, the estimation error of the luminance change of the
light source can be reduced by using the former structure in
the case where the imaging object is bright and using the
latter structure in the case where the imaging object is dark.

Here, the structure in which the exposure times of adja-
cent exposure lines partially overlap each other does not
need to be applied to all exposure lines, and part of the
exposure lines may not have the structure of partially
overlapping in exposure time. Moreover, the structure in
which the predetermined non-exposure vacant time (prede-
termined wait time) is provided from when the exposure of
one exposure line ends to when the exposure of the next
exposure line starts does not need to be applied to all
exposure lines, and part of the exposure lines may have the
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structure of partially overlapping in exposure time. This
makes it possible to take advantage of each of the structures.

FIG. 71 illustrates the relation between the minimum
change time tg of light source luminance, the exposure time
1, the time difference t,, between the exposure start times of
the exposure lines, and the captured image.< In the case
where to+t,<tg, imaging is always performed in a state
where the light source does not change from the start to end
of the exposure of at least one exposure line. As a result, an
image with clear luminance is obtained as in 75034, from
which the luminance change of the light source is easily
recognizable. In the case where 2t >t., a bright line pattern
different from the luminance change of the light source
might be obtained, making it difficult to recognize the
luminance change of the light source from the captured
image.

FIG. 72 illustrates the relation between the transition time
t; of light source luminance and the time difference t,
between the exposure start times of the exposure lines.
When t, is large as compared with t,, fewer exposure lines
are in the intermediate color, which facilitates estimation of
light source luminance. It is desirable that t,>t,, because the
number of exposure lines in the intermediate color is two or
less consecutively. Since t; is less than or equal to 1
microsecond in the case where the light source is an LED
and about 5 microseconds in the case where the light source
is an organic EL device, setting t,, to greater than or equal to
5 microseconds facilitates estimation of light source lumi-
nance.

FIG. 73 illustrates the relation between the high frequency
noise tzof light source luminance and the exposure time t.
When t is large as compared with t,,,, the captured image
is less influenced by high frequency noise, which facilitates
estimation of light source luminance. When t, is an integral
multiple of't,,,, there is no influence of high frequency noise,
and estimation of light source luminance is easiest. For
estimation of light source luminance, it is desirable that
1>t~ High frequency noise is mainly caused by a switch-
ing power supply circuit. Since t,,,-is less than or equal to 20
microseconds in many switching power supplies for light-
ings, setting t to greater than or equal to 20 microseconds
facilitates estimation of light source luminance.

FIG. 74 is a graph representing the relation between the
exposure time t; and the magnitude of high frequency noise
when tg, of light source luminance is 20 microseconds.
Given that t,, varies depending on the light source, the
graph demonstrates that it is efficient to set t to greater than
or equal to 15 microseconds, greater than or equal to 35
microseconds, greater than or equal to 54 microseconds, or
greater than or equal to 74 microseconds, each of which is
a value equal to the value when the amount of noise is at the
maximum. Though t is desirably larger in terms of high
frequency noise reduction, there is also the above-mentioned
property that, when t is smaller, an intermediate-color part
is less likely to occur and estimation of light source lumi-
nance is easier. Therefore, t; may be set to greater than or
equal to 15 microseconds when the light source luminance
change period is 15 to 35 microseconds, to greater than or
equal to 35 microseconds when the light source luminance
change period is 35 to 54 microseconds, to greater than or
equal to 54 microseconds when the light source luminance
change period is 54 to 74 microseconds, and to greater than
or equal to 74 microseconds when the light source lumi-
nance change period is greater than or equal to 74 micro-
seconds.

FIG. 75 illustrates the relation between the exposure time
t; and the recognition success rate. Since the exposure time
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t; is relative to the time during which the light source
luminance is constant, the horizontal axis represents the
value (relative exposure time) obtained by dividing the light
source luminance change period ig by the exposure time t.
It can be understood from the graph that the recognition
success rate of approximately 100% can be attained by
setting the relative exposure time to less than or equal to 1.2.
For example, the exposure time may be set to less than or
equal to approximately 0.83 millisecond in the case where
the transmission signal is 1 kHz. Likewise, the recognition
success rate greater than or equal to 95% can be attained by
setting the relative exposure time to less than or equal to
1.25, and the recognition success rate greater than or equal
to 80% can be attained by setting the relative exposure time
to less than or equal to 1.4. Moreover, since the recognition
success rate sharply decreases when the relative exposure
time is about 1.5 and becomes roughly 0% when the relative
exposure time is 1.6, it is necessary to set the relative
exposure time not to exceed 1.5. After the recognition rate
becomes 0% at 7507¢, it increases again at 7507d, 7507e,
and 7507f. >Accordingly, for example to capture a bright
image with a longer exposure time, the exposure time may
be set so that the relative exposure time is 1.9 to 2.2, 2.4 to
2.6, or 2.8 to 3.0. Such an exposure time may be used, for
instance, as an intermediate mode in FIG. 76.

Depending on imaging devices, there is a time (blanking)
during which no exposure is performed, as illustrated in
FIG. 77.

In the case where there is blanking, the luminance of the
light emitting unit during the time cannot be observed.

A transmission loss caused by blanking can be prevented
by the light emitting unit repeatedly transmitting the same
signal two or more times or adding error correcting code.

To prevent the same signal from being transmitted during
blanking every time, the light emitting unit transmits the
signal in a period that is relatively prime to the period of
image capture or a period that is shorter than the period of
image capture.

Embodiment 8

FIG. 78 illustrates a service provision system using the
reception method described in any of the foregoing embodi-
ments.

First, a company A ex8000 managing a server ex8002 is
requested to distribute information to a mobile terminal, by
another company B or individual ex8001. For example, the
distribution of detailed advertisement information, coupon
information, map information, or the like to the mobile
terminal that performs visible light communication with a
signage is requested. The company A ex8000 managing the
server manages information distributed to the mobile termi-
nal in association with arbitrary ID information. A mobile
terminal ex8003 obtains ID information from a subject
ex8004 by visible light communication, and transmits the
obtained ID information to the server ex8002. The server
ex8002 transmits the information corresponding to the ID
information to the mobile terminal, and counts the number
of times the information corresponding to the ID informa-
tion is transmitted. The company A ex8000 managing the
server charges the fee corresponding to the count, to the
requesting company B or individual ex8001. For example, a
larger fee is charged when the count is larger.

FIG. 79 illustrates service provision flow.

In Step ex8000, the company A managing the server
receives the request for information distribution from
another company B. In Step ex8001, the information
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requested to be distributed is managed in association with
the specific ID information in the server managed by the
company A. In Step ex8002, the mobile terminal receives
the specific ID information from the subject by visible light
communication, and transmits it to the server managed by
the company A. The visible light communication method has
already been described in detail in the other embodiments,
and so its description is omitted here. The server transmits
the information corresponding to the specific ID information
received from the mobile terminal, to the mobile terminal. In
Step ex8003, the number of times the information is dis-
tributed is counted in the server. Lastly, in Step ex8004, the
fee corresponding to the information distribution count is
charged to the company B. By such charging according to
the count, the appropriate fee corresponding to the adver-
tising effect of the information distribution can be charged to
the company B.

FIG. 80 illustrates service provision flow in another
example. The description of the same steps as those in FIG.
79 is omitted here.

In Step ex8008, whether or not a predetermined time has
elapsed from the start of the information distribution is
determined.

In the case of determining that the predetermined time has
not elapsed, no fee is charged to the company B in Step
ex8011. In the case of determining that the predetermined
time has elapsed, the number of times the information is
distributed is counted in Step ex8009. In Step ex8010, the
fee corresponding to the information distribution count is
charged to the company B. Since the information distribu-
tion is performed free of charge within the predetermined
time, the company B can receive the accounting service after
checking the advertising effect and the like.

FIG. 81 illustrates service provision flow in another
example. The description of the same steps as those in FIG.
80 is omitted here.

In Step ex8014, the number of times the information is
distributed is counted. In the case of determining that the
predetermined time has not elapsed from the start of the
information distribution in Step ex8015, no fee is charged in
Step ex8016. In the case of determining that the predeter-
mined time has elapsed, on the other hand, whether or not
the number of times the information is distributed is greater
than or equal to a predetermined number is determined in
Step ex8017. In the case where the number of times the
information is distributed is less than the predetermined
number, the count is reset, and the number of times the
information is distributed is counted again. In this case, no
fee is charged to the company B regarding the predetermined
time during which the number of times the information is
distributed is less than the predetermined number. In the case
where the count is greater than or equal to the predetermined
number in Step ex8017, the count is reset and started again
in Step ex8018. In Step ex8019, the fee corresponding to the
information distribution count is charged to the company B.
Thus, in the case where the count during the free distribution
time is small, the free distribution time is provided again.
This enables the company B to receive the accounting
service at an appropriate time. Moreover, in the case where
the count is small, the company A can analyze the informa-
tion and, for example when the information is out of season,
suggest the change of the information to the company B. In
the case where the free distribution time is provided again,
the time may be shorter than the predetermined time pro-
vided first. The shorter time than the predetermined time
provided first reduces the burden on the company A. Further,
the free distribution time may be provided again after a fixed
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time period. For instance, if the information is influenced by
seasonality, the free distribution time is provided again after
the fixed time period until the new season begins.

Note that the charge fee may be changed according to the
amount of data, regardless of the number of times the
information is distributed. Distribution of a predetermined
amount of data or more may be charged, while distribution
is free of charge within the predetermined amount of data.
The charge fee may be increased with the increase of the
amount of data. Moreover, when managing the information
in association with the specific ID information, a manage-
ment fee may be charged. By charging the management fee,
it is possible to determine the fee upon requesting the
information distribution.

INDUSTRIAL APPLICABILITY

The communication method or the like in the present
disclosure enables safe and active acquisition of information
other than images and is, therefore, usable in various appli-
cations such as the transfer of image-attached information
and information transmission in various scenes in a sense
that such active properties allow necessary information to be
safely obtained as much as needed from signage, informa-
tion terminals, and information display devices outside, let
alone devices such as televisions, personal computers, and
tablets in homes.

The invention claimed is:

1. A communication method for obtaining information
from a subject, comprising:

obtaining image information of the subject in an image

information-taking mode;

obtaining visible light data of the subject in a visible light

communication mode, the visible light communication
mode being a different mode from the image informa-
tion-taking mode; and

setting a shutter speed and an international organization

for standardization (ISO) speed rating or a gain value
for the visible light communication mode,

wherein in the setting, the shutter speed for the visible

light communication mode is set to be faster than a
shutter speed for the image information-taking mode,
and the ISO speed rating or the gain value for the
visible light communication mode is set to be greater
than an ISO speed rating or a gain value for the image
information-taking mode.

2. The communication method according to claim 1,
further comprising:

selecting the image information-taking mode,

wherein, when the image-taking mode is selected, the

obtaining of the image information of the subject is
performed.

3. The communication method according to claim 1,
wherein the image information-taking mode and the visible
light communication mode are switchable with one another,
and

when the image-taking mode is selected, the obtaining of

the image information of the subject is performed, and
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when the visible light communication mode is selected,
the obtaining of the visible light data of the subject is
performed.

4. A communication apparatus for obtaining information
from a subject, comprising:

a processor; and

a memory storing a computer program, wherein the
computer program, when executed by the processor,
causes the processor to perform operations comprising:

obtaining image information of the subject in an image
information-taking mode;

obtaining visible light data of the subject in a visible light
communication mode, the visible light communication
mode being a different mode from the image informa-
tion-taking mode; and

setting a shutter speed and an international organization
for standardization (ISO) speed rating or a gain value
for the visible light communication mode,

wherein in the setting, the shutter speed for the visible
light communication mode is set to be faster than a
shutter speed for the image information-taking mode,
and the ISO speed rating or the gain value for the
visible light communication mode is set to be greater
than an ISO speed rating or a gain value for the image
information-taking mode.

5. A non-transitory computer-readable recording medium
that stores a computer program, when executed by a pro-
cessor, causes a computer to execute a communication
method for obtaining information from a subject, the com-
munication method including:

obtaining image information of the subject in an image
information-taking mode;

obtaining visible light data of the subject in a visible light
communication mode, the visible light communication
mode being a different mode from the image informa-
tion-taking mode; and

setting a shutter speed and an international organization
for standardization (ISO) speed rating or a gain value
for the visible light communication mode,

wherein in the setting, the shutter speed for the visible light
communication mode is set to be faster than a shutter speed
for the image information-taking mode, and the ISO speed
rating or the gain value for the visible light communication
mode is set to be greater than an ISO speed rating or a gain
value for the image information-taking mode.

6. The communication method according to claim 1,
further comprising:

selecting the visible light communication mode,

wherein when the visible light communication mode is
selected, the obtaining of the visible light data of the
subject is performed.
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